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CHAPTER I

Summary of Main Results

This course presents the work of M. Rosenlicht and S. Lang. We begin
by summarizing that of Rosenlicht:

1. Generalized Jacobians

Let X be a projective, irreducible, and non-singular algebraic curve; lef
J i X — @G be arational map from X to a commutative algebraic group
G. The set S of points of X where f is not regular is a finite set. If D is a
divisor prime to S (i.e., of the form D = Y n; P;, with P, ¢ S), F(D) can

'be defined fo be ) n; f(F;) which is an element of G.

When G is an Abelian variety, S = @ and one knows that F(DYy=0ifD
is the divisor () of a rational function ¢ on X in this case, F(D) depends
only on the class of D for linear equivalence.

In the general case, we are led to modify the notion of class (as in arith-
metic, to study ramified extensions) in the following way:

Define a modulus with support S to be the data of an integer n; > 0
for each point P; € S; if m is a modulus with support S, and if ¢ is a
rational function, one says that ¢ is “congruent to 1 mod m”, and one
writes o = 1 mod m, if v(1 — @) > n; for all 4, v; denoting the valuation
attached to the point P;. Since the n; are > 0, such a function is regular
at the points P; and takes the value 1 there; its divisor (¢} is thus prime

to S.

Theorem 1. For every rational map f : X - G regular away from S,
there exzists ¢ modulus m with support S such that F(D) = O for every
dwisor D = (@) with ¢ = 1 mod m.
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(For the proof, see chap. I1I, §2.)

Conversely, given the modulus m, one can recover, if not the group G,
at least a “universal” group for the groups G-

Theorem 2. For every modulus m, there exisis a commutative algebraic
group Je and @ rational map fu 2 X ~> Jum such that the following property
kolds:

For every rational map f : X ~— G satisfying the property of theorem
L with respect to m, there exists unique rational (affine) homomorphism
8:Jdm ~— G such that f = 8o fa.

(For the proof, see chap. V, no. %

More can be said about the structure of Jm, exactly as for the usual
Jacobian {which we recover if m = 0). For this, let Cw be the group of
classes of divisors prime to S modulo those which can be written 7 =
(v} with ¢ = 1 mod m, and let C2 be the subgroup of (' formed by
classes of degree 0. Denoting by C? the group of (usual) divisor classes
of degree 0, there is a surjective homomorphism €% — G°. The kernel
L of this homomorphism is formed by the classes in Cp of divisors of
the form (), with ¢ invertible at each point F; € S. But, for each P&
S, the invertible elements modulé those congruent to 1 mod m form an
algebraic group Ry ; of dimension ni; let Ra be the product of these groups.
According to the approximation theorem for valuations, one can find a
function corresponding to arbiirary given elements r; ¢ Rum,i. We conclude
that Ly is identified with the quotient group Ry /Gy, denoting by Q,,
the multiplicative group of constants embedded naturally in Ry. Putting
J = C°, we finally have an exact sequence

0 = Ra/Gm — C% — J s (),

Note that J has a natural structure of aigebraic group since it is the Jaco--
bian of X: the same is true of Ra/Gm, as we just saw. This extends to

Co:

Theorem 3. The map Jm 0 X — Jn defines, by extension to divisor
classes, a bijection from CO to J.,. Identifying C3, and Jo by means of
this bijection, the group J. becomes an extension (as elgebraic group) of
the group J by the group R, /Gom.

(Fr::rf the proof, see chap. V, §3.)
The groups Ju are the generalized Jacobians of the curve X

L Summary of Main Results - 3

2. Abelian coverings

Let G be a connected commutative algebraic group, and let 8 : G' ~» G be -
an isogeny {the group G also being assumed connected); recall that this
means that # is a homomorphism {of algebraic groups) which is surjective
with a finite kernel. We also suppose that the corresponding field extension
is separable, in which case we say that ¢ is separable. If g denotes the
kernel of 8, the group G is identified with the quotient G'/g, and G' is an
unramified covering of G, with the Abelian group g as Galois group.

Now let U be an algebraic variety and let f : I/ — G be a regular map.
One defines the pullback U = f~YG') of G’ by f as the subvariety of
U x G’ formed by the pairs (2, ¢') such that f(z) = 8(¢’). The projection
U’ > U makes U’ an (unramified) covering of I/, with Galois group g.

More generally, let f : X ~» G be a rational map from an irreducible
variety X to the group G, and let X' — X be 2 covering of X with Galois
group g. If there exists a non-empty open U of X on which f is regular,
and if the covering induced by X’ on U is isomorphic to F~HE), we will
again say that X' is the pull-back of the isogeny G — G by the map f
(this amounts to saying that the notion of a pull-back is a birational one).

With this convention, we have:

Theorem 4. Every Abelian covering of an irreducible algebraic variety is
the pull-back of a suitable 150geny.

We indicate quickly the principle of the proof (for more details, see chap.
V1, §2), limiting ourselves to the case of an irreducible covering X' — X.
Clearly we can suppose that g is a cyclic group of order n, with either n
prime to the characteristic, or n = p™.

1) 8 s cyclic of order n, with (n,p) = 1.

Let Gy, be the multiplicative group and let 4, G, — G, be the
isogeny given by A — A™. Associating to a generator ¢ of ¢ a primitive
n-th root of unity ¢, we see that the kernel of 6, is identified with g. We
show that every Abelian covering with Galois group g is a pull-back of 4,,;

Let L/K be the field extension corresponding to the given covering X/ -
X. Since the norm of € in L/K is 1, the classical “theorem 90” of Hilbert
shows the existence of ¢ € L* such that 9% = eg, and L = K(g) (the
element g is a2 “Kummer” generator). We have f=4g¢" € K. The map
g: X' = G,, commutes with the action of gand defines by passage to the
quotient the map f: X -+ @Q,,. This shows that X’ — FHGR).

i) g s cyclic of order p™.

First suppose that m = 1. Let G, be the additive group, and let p :
Gq — Gq be the isogeny given by @(A) = AP — X, The kernel of p is the
group Z/pZ of integers modulo p; choosing a generator ¢ of g, it 1s thus
identified with g. We are going to see that every Abelian covering with
Galois group g is a pull-back of g:
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Let, as before, L/K be the extension corresponding to the covering.
Since the trace of 1 in L/K is 0, the additive analog of “theorem 90” shows
the existence of g € L such that ¢% = g + 1 (the element ¢ is an “Artin-
Schrejer” generator) and we have f = p(g) = g7 — ¢ € K. As above, this
means that the given covering is the pull-back of p by g.

When m > 1, one replaces G, by the group W,, of Witt vectors of length
m, cf. Witt [99].

Combining theorem 4 with theorems 1 and 2, we get:

Corollary. Let X' — X be an Abelian covering of an algebraic curve X.
Then there exists a separable isogeny 8 : G — Jo, where Jo is @ generalized
Jacobtan of X, such that X' is isomorphic to f7X(G').

We also prove the following results (see chap. VI, §2):

a} For fixed X’ and Ju, the isogeny 8 : G' — Ju is unique.
b) The modulus m can be chosen so that its support S is exactly the set
of ramification points of the given covering X’ — X.

In particular, unramified coverings correspond to isogenies of the Jaco-
bian.

Using a) and the theorem of “descent of the base field” of Weil [95], we
prove (cf. chap. VI, §4):

Theorem 5. Ifthe Abelian covering X' — X is defined and Abelian over

¢ fintle field k, the isogeny 8 : G' — Ju of the corollary 1o theorem 4 can
be defined over k.

Thus we get a construction of Abelian extensions of the field k(X) start-
ing from k-isogenies of generalized Jacobians Jm corresponding to moduli
m rational over k. As Lang showed, this construction permits one to easily
recover class field theory for the field k(X) (cf. chap VI, §6); in particular,
the Artin reciprocity law reduces to a formal calculation in the isogeny 4.
‘The “explicit reciprocity laws” are recovered by means of “local symbols”
connected with theorem 1 (see chap. 111, §1 as well as chap. VI, no. 30).

3. Other results

a) Class field theory was extended by Lang himself to varieties of any
dimension. The maps fum : X — Ju are replaced by “maximal” maps
{cf. chap. VI, §3); the most interesting example is that of the canonical
map from X to its Albanese variety, which furnishes “almost all” of the
unramified Abelian extensions of X (cf. chap. VI, no. 20). It should be
mentioned that, other than this case and that of curves, one knows very
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little about maximal maps; ore does not know how to extract “generalized
Albanese varieties” from them, which would play the role of the Ju.

b) Other than their arithmetic applications, generalized J acobians are also
interesting as non-trivial eztensions of an Abelian variety by a line?,r group,

For example, let P € X and put m = 2P. Choosing a local uriifc}rmger
tp at P, we see that the local group L of no. 1 can be ident.lﬁed with
the additive group G,, and the Jacobian Jn is thus an exfension of the
usual Jacobian J by G,. By virtue of a result of Rosenlicht (see chap. V1,
no. 6), it can be considered as a principal fiber space with base J and group
Gi,, and thus it defines an element jp € H*(J,O;). Let jb be the image
of 4p by the homomorphism from H*(J,0;) to H(X,Ox) defined by fu.
Then:

Theorem 6. Ideniifying H*(X,Ox) with the classes of répaﬂitians‘ on X
(cf chap. II, no. B), the element jp € HY(X,Ox) s identified with the
class of the répartition 1/ip. :

As we will see, this theorem permits us to determine H l(J,C?J), and
more generally H9(A, O 4) for any Abelain variety 4 and every integer ¢
(chap. VI, §4).

Bibliographic note

The results summarized above are taken up in the following chapters of
this course; at the end of each of these chapters the rea:dex: will find a
brief bibliographic note. We limit ourselves here to mentioning that 'the
construction and properties of generalized Jacobians are due to Rosenlicht
[64], [65] and the arithmetic results of no. 2 are due to Lang [49], [50};
both rely upon the theory of Abelian varieties developed by We}l [89]. The
determination of the cohomology of Abelian varieties is essentially due to
Rosenlicht [68] and Barsotti [5], [6}; see also [78].



CHAPTER 1I

Algebraic Curves

In this chapter, as well as the two following ones, we leave aside all questions
of rationality. So let us suppose that the base field k is algebraically closed
(of any characteristic). For the definitions and elementary results related to
algebraic varieties and sheaves, I refer to my memoir on coherent sheaves
[73], which will be cited FAC in what follows. In any case, there is no

difficulty passing from this language to that of Weil [87], [51], or to that
of schemes.

1. Algebraic curves

Let X be an algebraic curve, le., an algebraic variety of dimension 1; we
will suppose that X is irreducible, non-singular, and complete.

Let k(X) be the field of rational functions on X. It is an extension of
finite type of k of transcendence degree 1. Conversely, there is a curve X
associated to such an extension F/k, which is unique (up to isomorphism).

First we show the ezistence of X. Let 1,...,2, be generators of the
extension F/k and let A = k[zy,...,2,] be the subalgebra of F' generated
by the =;; it is an affine algebra, corresponding to a closed subvariety Y
of the affine space k™. Its closure Y in the projective space P,(k) is a
complete irreducible curve whose field of rational functions is ¥. To find
the curve X, it then suffices to take the normalization of V; indeed, one
knows that a normal curve is non-singular. Furthermore, the method of
projective normalization ([71}, pp. 256-26 or {51}, pp. 133-1486, for example)
shows that X can be embedded in a projective space.

‘Lhe unigueness of X follows from the explicit determination of its Zariski
topology and its local rings, ¢f. no. 2; moreover, one knows that the knowl-

[ I Ll e

Ii. Algebraic Curves | 7

edge of the local rings of an irreducible variety X of any dimension deter-

mines the Zariski topology of X, cf. [17], exposés 1 and 2.

(The uniqueness of X can also be deduced from the following fact: every
rational map from a2 non-singular ¢urve to a compléte variety is everywhere
regular.)

The study of X is thus equivalent to the study of the extension F/E,
contrary to what could happen for a variety of dimension > 2. There is
thus no reason to insist on the difference between “geometric” methods and
“algebraic” methods.

2. Local rings

Let P be a point of the curve X. One knows how to define the local
ring Op of X at P: supposing that X is embedded in a projective space
P.(k), it is the set of functions induced by rational functions of the type
R/S, where R and S are homogeneous polynomials of the same degree and
where S(P) # 0. 1t is a subring of k(X '}; by virtue of the general properties
of algebraic varieties, it i1s a Noetherian local ring whose maximal ideal mp
is formed by the functions f vanishing at P and we have Op/mp = k. The
elements of Op will be called reguler at P.

Now let us use the hypotheses made on X. Since X is a curve, Op is a
local ring of dimension 1, in the sense of dimension theory for local rings:
its only prime ideals are (0) and mp. Since P is a simple point of X, it
is also a reguler Jocal ring: its maximal ideal can be generated by a single
element; such an element ¢ will be called a locel uniformizer at P, By
virtue of a well-known {and elementary} theorem, these properties imply
that Op is a discrete valuailion ring; the corresponding valuation will be
written vp. If f is a non-zero element of £(X), the relation vp(f) = n,
n € 7 thus means that f can be written in the form f = {"u where t is a
local uniformizer at P and u is an invertible element of Op. Furthermore,
the rings Op are the only valuation rings of k(X)) containing &; indeed, if U
is such a ring, U dominates one of the Op (since X is assumed complefe-—
this is one of the definitions of a complete variety, cf. [11}]}, thus coincides
with (O p since the latter is a valuation ring.

As with any algebraic variety, the Op form a sheaf of rings on X when X
is_given the Zariski topology (FAC, chap. II); recall that the closed subsets
in this topology are the finite subsets and X itself. The sheaf Up will be
denoted Ox or simply & when no confusion can result; it is a subsheaf of
the constant sheaf k(X ).
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3. Divisors, linear equivalence, linear series

An element of the free Abelian group on the poinis P € X is called a
divisor. A divisor is thus written

D= > npP

and np = ( for almost all P (all but finitely many). The coefficient of P
in D will be written vp (D).
The degree of D is defined by

deg(D) = > mp = vp(D)

A divisor D is called effective (or positive) if all the vp{D) are > 0; thus
there is an order structure on the group D(X) of all divisors on X.

If f is a non-zero element of k(X), one defines the divisor of f, written
(f), by the formula

with np € 7z

()= > vp(f)P.

FPeX

By virtue of the evident identity (fg) = (f) -+ (¢), these divisors form a
subgroup P(X) of the group (X)) as f runs through k(X)*. The quotient
group C(X) = D(X)/P(X) is called the group of divisor classes (for linear
equivalence) and two divisors in the same class are said to be linearly
equivalent,.

Proposition 1. If D € P(X), then deg(D) = 0.

PROOF. This result is an immediate consequence of the Riemann-Roch
theorem in its first form (no. 4), which we will prove without using it.
But we can also give a direct proof: if U = (f), with f € k(X ), we
can suppose that f is non-constant {(otherwise D = 0). The function f
is then a map from X to the projective line P,(k), and (f) is nothing
other than f~*(0) ~ f~!(c0), 0 and oo being identified with two points
of P1(k), and the operation f~! being taken in the sense of intersection
theory. But one knows (thanks to this same theory) that, for every point
a € Pi(k), the degree of f~1(a) is equal to the degree of the projection f,
1e., to [£(X) : k(f)]. Whence the proposition, with added precision (which
shows, for example, that neither f~1(0) nor f~1(o0) are reduced to 0 for
a non-constant function f-—in other words, the inequality (f) > 0 implies
that f is constant). O

It follows from prop. 1 that one can speak of the degree of a divisor class,
and in particular of the group CY%X) of divisor classes of degree (. We get
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Combining linear equivalence with the order relation on divisors, we
arrive at the notion of a linear serves:

Let [ be any divisor, and <bisider the divisors D' which are effective
and linearly equivalent to D. Such a divisor can be written D' = D + (f),
with f € E(X)", and we must have D+ {f) > 0, ie., {(f) > —D. The
functions f satisfying this condition, together with 0, form a vector space
which will be written L(D). We will see later (prop. 2) that L(D) is finite
dimensional. Every element f # 0 of L(D) defines a divisor IV’ = D -+ (f)
of the type considered, and two functions f and ¢ define the same divisor
if and only if f = Ag with A € k*; thus, the set | D] of effective divisors
linearly equivalent to IJ is in bijective correspondence with the projective
space P(L{D)) associated to the vector space L{D). The structure of
projective space thus defined on |D| does not change when D) is replaced
by a linearly equivalent divisor. A non-empty set F of effective divisors
on X is called a lnear series if there exists a divisor D such that Fis a
projective (linear) subvariety of |D|; if = |D|, one says that the linear
series F is complete. A linear series F, contained in | D], corresponds to a
vector subspace V of L(D); the dimension of V is equal to the (projective)
dimension of F plus 1. In particular, if I{D) denotes the dimension of
L{I}), then

{D) = dim |[D| + 1,

Remark. Linear series are closely related to maps of X to a projective
space. We indicate rapidly how:

Let @ : X = P.{k) be a regular map from X to a projective space. We
suppose that (X)) generates (projectively) P.(k). With this hypothesis,
it H denotes a hyperplane of P.(k), the divisor ¢~ *(H) is well-defined.
One immediately checks that, as H varies, the ¢ (H) form a linear series
F of dimension r, “without fixed points” (i.e., for every P € X there
exists D € F such that vp(lJ) = 0); conversely, every linear series without
fixed points arises uniquely (up to an automorphism of P.(k)) this way.
Furthermore, for every hnear series F there exists an effective divisor A
and a hinear series ' without fixed points such that F is the set of divisors
of the form A+ DY, where D' runs through F’; the divisor A is called the
fized pari of F.

(This discussion extends, with evident modifications, to the case where
X 1s a pormal variety of any dimension. Bowever, one must distinguish
between the fired components of a linear series F (these are the subvarieties
W of X, of codimension 1, such that D > W for all U € F) and the
base peinis of F (these are the points of intersection of the supports of
the divisors D € F). The rational map from X to the projective space
assoclated to F does not change when the fixed components are removed
from F; this map is regular away from the base points of F. For more
details, see for example Lang {51], chap. V1.)
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4. The Riemann-Roch theorem (first form)

Let D be a divisor on X. In the preceding no. we defined the vector space

L(D): it is the set of rational functions f which satisfy (f) > —D, that is
fo say

vp(f) > —vp(D) forall Pe X.

Now if P 18 a point of X, write £L{D)p for the set of functions which satisfy
this inequality at P. The L(D)p form a subsheaf L£{IJ) of the constant
sheaf £(X). The group H(X, L(D)) is just L{D).

Proposition 2. The vector spaces HY(X,£(D)) and HYX,L(D)) are
finite dimensional over k. For q > 2, HY(X, L(D)) = 0.

PROOF, According to FAC, no. 53, HY(X,F) = 0 for ¢ > 2 and any
sheaf 7, whence the second part of the proposition. To prove the first
part it suffices, according to FAC, no. 66, to prove that L£(D} is a coherent
algebraic sheal. But, if P is a point of X and ¢ a function such that
vp(p) = vp(D), one immediately checks that multiplication by ¢ is an

isomorphism from £(D) to the sheaf O in a neighborhood of P: o fortiori,
L£(D) is coherent. O

Remarks. 1. I D' = D + (), the sheaf £{D) is isomorphic to the sheaf
L{LV'), the isomorphism being defined by multiplication by 0.

2. It would be easy to prove prop. 2 without using the results of FAC by
using the direct definitions of H°(X, £{D)) and H(X, £(D)); for this see
the works cited at the end of the chapter.

Before stating the Riemann-Roch theorem, we introduce the following
notations:

I(D) = HY(X,L(D)), i(D)=dimI(D), ¢ =1#0)=dimHFY(X,0).

The integer g is called the genus of the curve X; we will see later that this
definition is equivalent to the usual one.

Theorem 1 (Riemann-Roch theorem-—first form). For every divisor D,
(D)~ i(D) = deg(D)+ 1 —g.

PROOF. First observe that this formula is true for D = 0. Indeed, 1(0) =
1 (because, as we saw, the constants are the only functions f satisfying
(f) > 0}, i(0) = ¢ by definition, and deg(0) = 0.

It will thus suffice to show that, if the formula is true for a divisor D,
it is true for D -+ P, and conversely (P being any point of X ); indeed, it
is clear that one can pass from the divisor 0 to any divisor by succesively
adding or subtracting a point.

PR e
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Denote the left hand side of 'the formula by x(D) and the right hand
side by x'{D); evidently x'(D + P) = x/(D) + 1 and thus we must show
that the same formula holds for x(D). But, the sheaf £(D) is a subsheaf
of £{D -+ P), which permits us to write an exact sequence

U—z-)’_’,(ﬂ)—-}ﬁ(ﬂ-v{up)u—kg—}ﬂ.

The quotient sheaf @ is zero away from P, and Qp is a vector space of
dimension 1. Thus H(X, Q) = 0 and H%(X, @) = Qp is a vector space of
dimension 1. We write the cohomology exact sequence

0~ L(DY - L(D+ P) = H%(X, Q) > I{(D) = I{D 4 P) = 0.
Taking the alternating sum of the dimensions of these vector spaces we find
(DY—UD+ P)+1—iD)+i{D+ P) =0,

that is fo say
x(D+ Py=x(D)+ 1,
as was to be shown. L

Remarks. 1. Theorem 1 is not enough to “compute” I{{D): one must also
have information about #(D). This information will be furnished by the
duality theorem (no. 8) and we will then obtain the definitive form of the

- Riemann-Roch theorem.

2. The method of proof above, consisting of checking the theorem for one
divisor, then passing from one divisor to another by means of the sheaf Q
supported on a subvariety, also applies to varieties of higher dimension. For
example, 1t is not difficult to prove in this way the Riemann-Roch theorem
for a non-singular surface in the form

i
(D)= “2".{}(.{}“‘ K} 14 pg,

K denoting the canonical divisor and p, the arithmetic genus of the surface
under consideration. {See chap. IV, no. 8.)

5. Classes of répartitions

Before passing to differentials and the duality theorem, we are going to
show how the vector space I{D) can be interprefed in Weil’s language of
répartitions (or “adéles”}.

A répartition r is a family {rp}pex of elements of k(X)) such that rp &
Op for almost all P € X. The répartitions form an algebra R over the field
k. If D is a divisor, we write R{D) for the vector subspace of R formed
by the r = {rp} such that vp(rp) > ~vp{D); as D runs through the
ordered set of divisors.of X, the R(D) form an increasing filtered family of
subspaces of R whose union is R itself.

",
/“
I
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On the other hand, if to every f € k(X) we associate the répartition

irp} such that rp = f for every P € X, we get an injection of &(X)

into R which permits us to identify &(X) with a subring of R. With these

notations, we have:

Proposition 3. If D is e divisor on X, then the vector space I{D) =
HY(X, L(D)) is canenically isomorphic to RJ(R(D) + k(X)).

Proo¥. The sheaf £(D) is a subsheaf of the constant sheaf k(X). Thus
there is an exact sequence

0— L(D) — k(X) — X))/ £(D) — 0.
As the curve X is irreducible and the sheaf k(X) is constant,
HY X, B(X)) =0

- {since the nerve of every open cover of X is a simplex); on the other hand,
since X is connected, H°(X, k(X)) = k(X). Thus the cohomology exact
sequence associated to the exact sequence of sheaves above can be written

B(X) — HO(X, k(X)/L(D)) — H'(X,£(D)) — 0.

'The sheaf A = k(X )/L(D) is a “sky-scraper sheaf”: if s is a section of A
over a neighborhood U of a point P, there exists a neighborhood U/ C U
of the point P such that s = 0 on U’ — P. It follows that H(X, A) is
identified with the direct sum of the Ap for P € X; but this direct sum
is visibly isomorphic to R/R{D)}. The exact sequence written above then

shows that H'(X, £(D)) is identified with R/(R(X) + k{X)), as was to be
shown. > [

i

In all that follows, we identify 7(D) and R/(R(X) + KX)).

6. Dual of the space of classes of répartitions

‘The notations being the same as those in the preceding no., let J(D) be
the dual of the vector space I{D)} = R/(R(D)+ k(X)); an element of J(D)
is thus identified with a linear form on R, vanishing on k(X)) and on R(D).
£ D" > D, then R(D") O R(D), which shows that J(D)} D J(D'). The
union of the J{D), for D running through the set of divisors of X, will
be denoted J; observe that the family of the J(D) is a decreasing filtered
family.

(One can also interpret J as the topological dual of R/k(X) where R/k(X)
is given the topology defined by the vector subspaces which are the images
of the R(D).)

Let f € (X)) and let @ € J. The map » — {a, fr) is a linear form
on R, vanishing on k(X); we denote it by fa. We have fo € J; indeed,

S Tk
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fa € J(D)and f € L(A), we immediately see that the linear form fo
vanishes on R(D~A), thus belongs to.J (D—A). The operation {f,a) — fo
endows J with the structure of veclor space over k(X).

Proposition 4. The dimension of the vector space J over the field k(X))
s < 1. _
PrOOF. We argue by contradiction; let o and o’ be two elements of J which
are linearly independent over k(X). Since J is the union of the filtered set
of the J(D), one can find a D such that & € J(D) and o' € J(D); put
d = deg{ D).

For every integer n > 0, let A, be a divisor of degree n (for example
A, = nP, where P is a fixed point of X). If f € L(A,), then fo €
J(D — A,) in light of what was said above, and similarly for go’ if g €
L(Ay). Furthermore, since o and o are linearly independent over &(X ),
the relation fo + gof == 0 implies f = ¢ = 0;it follows that the map

(f,9) — fa +gd

is an injection from the direct sum L{Ap) + L(A4) to J(D — Ag), and in
particular we have the inequality

dimJ{D — A,) > 2dim L{A,)  for all n. (*)
We are going to show that the inequality (*) leads to a contradiction when
n — +4-00. The left hand side is equal to

dim I(D ~ Ay) = i(D — &)
According to thm. 1, ‘
{(D = An) = = deg(D — An) + 9 — 1+ (D — Ap)
= A (g = 1 d) + (D — L)
But when n > d, deg(D — An) < 0, which evidently implies
D —An) =0

(indeed, otherwise there would exist an effective divisor linearly equivalent
to I — A,, which is impossible in view of prop. 1). ‘Thus for large n the
left hand side of (*) is equal to n + Ag, Ag bemng a constant.

As for the right hand side, it is equal to 21(A;). Thm. 1 shows that

{Ay) > deg(An)+1—-g=n+1~g.

Thus the right hand side of (*) is > 2n + A1, A; denoting a constant, and
we get a contradiction for n sufficiently large, as was to be shown. O

Remarks. 1. Tt would be easy to show that the dimension of J 1s exactly 1
it would suffice to exhibit a non-zero element of J. In fact, we will prove
later a more precise result, namely that J is isomorphic to the space of

differentials on X.
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2. The definitions and results of this no. can be easily transposed to the
case of a normal projective variety of any dimension r: if D is a divisor
on X, one again defines J(D) as the dual of H"(X, £{D)). From the fact
that all the H™! are zero, the exact sequence of cohomology shows that
the functor H” is right exact, and, if D' > D, one again has an injection
from J(L') to J(D}. The inductive limit J of the J(D) is a vector space
over k(X) of dimension 1: this is seen by an argument analogous to that
of prop. 4 (one must take, in place of A,, a multiple of the hyperplane
section of X); the only results of sheaf theory that we have used are the

very elementary ones of FAC, no. 66. (For more details, see the report of
Zariski [103], p. 139.)

7. Differentials, residues

Recall briefly the general notion of a differential on an algebraic variety X:

First of all, if F is a commutative algebra over a field &k, we have the
module of k-differentials of F, written Dp(F); it is an F-module, endowed
with a k-linear map

d: F s Dp(F),

satisfymg the usual condition d{zy) = z.dy + y.de. The dx for z € F
generate Dr(F) and Dy (F) is the “universal” module with these properties.
For more details, see {11}, exposé 13 (Cartier).

These remarks apply in particular to the local rings @ p and to the field of
rational functions F = k(X') of an algebraic variety X (of any dimension r).
Reducing to the affine case, one immediately checks that the Q, = Di(0p)
form a coherent algebraic sheaf on X; furthermore

Dy (F) = Dp{(Op)®p, F.

If P is a simple point of X and if £;,...,%, form a regular system of param-
eters al P, the di; form a basts of Dx{Op); this can be seen, for example,
by applying thm. 5 of exposé 17 of the Seminar cited above. Thus the
sheaf of Qp is locally free over the open set of simple points of X (it thus
corresponds to a vector bundle which is nothing other than the dual of the
tangent space).

Now if we come back to the case of a curve satisfying the conditions of
no. 1, we see that, In this case, Di(F) is a vector space of dimension 1 over
F = k(X) and that the sheaf Q of the Qp is a subsheaf of the constant
sheaf Dp(F). I ¢ is a local uniformizer at P, the differential df of ¢ is a
basis of the O p-module Qp and it is also a basis of the F-vector space
Dy (F). Thus if w € Di(F), we can write w = fdf, with f € F. Then
supposing w % 0, we put

vp(w) = vp(f).
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One sees immediately that this definition is indeed inwvariant, i.e., indepen-
dent of the choice of df; moreover, it would apply to any rational section
of a line bundle (1.e., of a vector bundle of fiber dimension 1).

From the expression w = fdt, we can also deduce another local invari-
ant of w, its residue: if fp denotes the completion of the field F for the

valuation vp, one knows that Fp is isomorphic to the field &({(T)) of formal

series over k, the isomorphism being determined by the condition that ¢
maps to T. Identifying f with its image in Fp, we can thus write

f= Z a, 1™,

N2> =00

i, € k.

the symbol n >> —o0 meaning that n only takes a finite number of values
< 0. :

In particular, the coefficient a..; of T} in f is well defined, and it is
this coefficient which will be called the residue of w = fdt at P, written
Resp(w). This definition is justified by the following proposition:

Proposition 5 (Invariance of the residue). The preceding definition is
independent of the choice of the local uniformizer t.

The proof will be given later {(no. 11) at the same time as the list of the
properties of the operation w — Resp(w). Just noie for the moment that
Resp(w) == 0 if vp{w) > 0, Le., if w does not have a pole at P. As every
differential has only a finite number of poles (since it is a rational section
of a vector bundle}, we conclude that Resp(w) = 0 for almost all P and the
sum ) 5.y Resp(w) makes sense. On this subject we have the following
fundamental result:

Proposition 6 (Residue formula). For every differential w € De(F),

The proof will be given later (nos. 12 and 13). This proof, as well as that
of prop. 5, is very simple when the characteristic is zero, but is much less
so in characteristic p > 0. However, in the latter case one can give proofs
of a different character, using the operation defined by Cartier, cf. [12].

As for the case of characteristic 0, one can also, of course, treat it by
“transcendental” techniques, Indeed, according to the Lefschetz principle,
we can suppose that k = C, the field of complex numbers; the curve X can
then naturally be given a structure of a compact complex analytic variety
of dimension 1. One immediately checks that Resp(w) = 5 $p w, which
proves prop. 5; as for prop. 6, it follows from Stokes’ formula.
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8. Duality theorem

Let w be a non-zero differential on the curve X. We define its divisor ()
by the same formula as in the case of functions:

(w) = Z vp(w)P,

PeX

vp{w) defined as in the preceding no.

If D is a divisor, we write QD) for the vector space formed by 0 and the

differentials w # 0 such that (w) > D; it is a subspace of the space Dy (F)
of all differentials on X,

Given these definitions, we are going to define s scalar product {w,r)
between differentials w & Dy(F) and répartitions » € R by means of the
following formula:

{w,r) = Z Resp(rpw).

PeX

This definition is Jegitimate since rpw € Qp for almost all P. The scalar
product thus defined has the following properties:

a) (w,r) =0if r € F = k(X), because of the residue formula (prop. 6}.

b) {w,r) = 0if » € R(D) and w € QD) for then rpw € {2p for every
PeX.

¢) If f € F, then {fw,r) = (w, fr).

For every differential w, let #(w) be the linear form on R which sends r
to {w,r). Properties a) and b) mean that, if w € Q(D), then 8(w) € J{D)
since J(D) is by definition the dual of R/(R(D) + k(X)).

Theorem 2 (Duality theorem). For every divisor D, the map 6 is an
isomorphism from QD) o J(D).

(In other words, the scalar product {w,r) puts the vector spaces (D)
and I{D} = R/(R{D) + k(X)) in duality.)
First we prove a lemma:

Lemma 1. Ifw is a differential such that 8(w) € J(D), then w € (D).

Proor. Indeed, otherwise there would be 3 point £ € X such that vp (w) <
vp{D). Put » = vp(w)+ 1, and let r be the répartition whose components

are
{ ro =0if @ #£ P,
rp = 1/1*, 1 being a local uniformiger at P.

We have vp(rpw) = —1, whence Resp(rpw) = 0 and {(wyr} #£ 0; but
since n < vp(D), 7 € R(D) and we arrive at a contradiction since () is
assumed to vanish on R(D). !

2
:
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V‘;fe can now prove thm. 2. First of all, § is injective. Infde‘ed, if @(w) == 0,
the preceding lemma shows that w € Q(A) for every divisor 4, whence

evidently w = 0. Next, 8 is surjective. Indeed, according to ¢}, # is an

Folinear map from Dp(F) to J; as Dy(F) has dimen?ion'l, and J has
dimension < 1 (prop. 4), § maps D(F) onto J. T_hus if @ is any element
of J(ID), there exists w € D (F) such that {w) = @, and the lemma abovg
shows that w € Q(D).

Corollary. We have i(D) = dim Q(D). In particular, the genus g = 1(0)
is equal to the dimension of the vecior space of differential forms such that

(w) > 0 (forms “of the first kind”).

Thus we recover the usnal definition of the genus.

9. The Riemann-Roch theorem (definitive form)

Let w and ' be two differentials 3 0. Since Dp(F) has dimension 1 over
F, we have o = fw with f € F*, whence (&) = (f) + (w). 'Thus, all
divisors of differential forms are linearly equivalent and .form 3 single class
for linear equivalence, called the canonical class a,nd written .I{ . By abuse
of language, one often writes K for a divisor belonging to this class. |

Now let D be any divisor; we seek to determine QD). If K = (wp) 1s a
canonical divisor, every differential w can be written w = fwg and (w) 2> D
if and only if (F) + (wo) > D, ie., if f € L(K — D). We conclude that

{D) = dim QD)=UK - D),

and, combining this result with thm. 1, we finally get:

Theorem 3 (Riemann-Roch theorem-—definitive form). For every divisor
D, D)~ K —D)=deg(D)+1—g.

We put D = K in this formula. Then [(K) = #(0) = ¢ and O} = 1,
whence g — 1 = deg{K)} + 1 — g, and we get

Corollary. _ | | | |
a) If deg(D) > 2¢ — 1, then the complete linear series |D| has dimension

deg(D) —g. |

b} If deg(D) > 2¢, | D} kas no fized poinis. | |

¢} If deg(D) > 2¢ + 1, | D} is ample—that 2s 1o say ot defines a biregular
embedding of X in a projective space.
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Proor. If deg(D) > 2g — 1, then deg(K — D) < —1, whence {K-D)=0
~and {(D) = deg(D) + 1 — g, which proves a). '

Now suppose that deg(D) > 2¢ and that |D] has a fixed point P. Then
there exists a linear series F' such that the divisors of | D] are of the form
P+ H where H runs through F. Thus dim F = dim |2}, which contradicts
a) since deg{F) = deg(D) — 1.

Finally, suppose that deg(D) > 2¢ + 1, and let P € X. According to
b), the linear series D — P} has no fixed points. Thus there exists A € D
such that vp(A) = 1. If ¢ : X — P, (k) is the map associated to { D {cf.
no. 3), this means that there exists a hyperplane H of P.(%k) such that
@~ '(H) contains P with coefficient 1. It follows first of all that the map
w : X — @(X) has degree 1, then that ¢(P) is a simple point of e(X).
The map ¢ is thus an isomorphism, as was to be shown. |

For other applications of the Riemann-Roch theorem (to “Weierstrass
pomts” for example), see the treatise of Severi [79].

10. Remarks on the duality theorem

Since ¢(K) = I(0) = 1, the vector space H (X, L(K)) is one dimensional;
the same is thus true of H'(X,Q) since the sheaf Q is isomorphic to the
sheaf £(K). In fact, making explicit this last isomorphism as well as the
duality between H'(X,L(K)) and Q(K) = L(0), one sees that HYX, Q)
has a cenonical basis, in other words it is canonically isomorphic o k.

The scalar product (w, r) between the elements of (D) = HO(X, (DY)
and I(D) = HYX, L(D)) can then be interpreted as a cup-product with
values in HY(X, D) and the duality theorem says that this product puts
the two spaces in duality. In this form, the theorem can be extended to an
arbitrary coherent algebraic sheaf F: putting F = Home(F,Q), the cup
product maps H'(X, F) x HY(X, F) to HY(X, {2) and puts the two spaces
in duality.

We aiso mention that thm. 2, as well as its proof, extends without great
modification to normal varieites of any dimension r. The sheaf {2 should
then be replaced by the sheaf Q" of differential forms of degree r with-
out poles; one proves by induction on r that H™(X,Q) is canonically
isomorphic to k. Given this, the cup-product defines a scalar product on
HU(X, £(D)) x H%(X, Q" (D)), whence a linear map 8 from HO(X, QT (D))
to the dual J{D) of H"(X, £(D)). The argument of thm. 2 then shows that

f 15 an isomorphism. For more details, see the report of Zariski already
cited.

{0
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11: Proof of the invariance of the residue

The rest of this chapter contains the proof of propositions 5 and 8, stated
in no. 7. We begin with proposition 5: ' R

This is a local question, bearing on differentials of the field Fp; this field
will be denoted by K in the rest of this no. The choice of a local uniformizer
t identifies X with £((¢)). We will denote by v the valuation of K, by O
its valuation ring (the set of f € K such that v(f) > 0),.and by m jts
maximal ideal (the set of f € K such that v(f) > 0); evidently @ = Op
and m = fﬁp.

The module Di(K) of differentials of K is defined by the procedure
indicated in no. 7. Because this procedure does not take into account the
valuation of K, we get (in characteristic 0) a module that is “too large”:
it is an infinite-dimensional vector space over K. It is convenient to pass
to the associated separated module (for the m-topology), by putting

Di(K) = De(K)/Q Q=[] w"d0).

n>o

with

This module no longer has pathological properties:

Lemma 2. Lef i1 be o local uniformizer and for every element f =

En).}._m ant™ of K put f; = En::-}-—m nﬂ.ntﬂwl. Then df mz f; dt in
DK} end dt forms a basis of DL(K) over K.

Proor. To show that df = f/df in D|(K) we must prove that, for every
integer N > 0, df — fi dt € m¥d(O) in Dp(K). This presents no problems;
we write

F=fo+t"Tf  with  fo= Y ant®, f €0,
n< ¥
fi = (fo) + "y, g €0,

with
and we find '
df — fidt = (N + D)tV fi dt 4tV Hdf — Y g dt,

and as these three terms belong to m¥ d((?) this proves the first assertion
of the lemma.

Thus dt generates the K-vector space DL(K); to show that it is a basis it
suffices to prove that DL(K) # 0, that is to say that there exists a derivation
of K, not identically zero, and whose extension to Dp{K) vanishes on (.
The derivation D : K — K defined by Df = f{ has these properties;
indeed, it is not identically zero, and it maps m¥+1d(@) to m¥, thus it
maps @ to (1m¥, which is zero. ]

From now on, by a differential of K we mean an element of D (X ), if
w 18 such a differential and if £ is a local uniformizer, then w = fdi, with
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Fe€ K. If=> a,t* the coefficient a_; of dt/t in w will be called the
residue of w (with respect to £) and written Res;{w). Proposition 5 can
then be reformulated in the following manner:

Proposition 5. If ¢t end u are two local uniformizers o f K, then Res;(w) =
Resy(w) for every differential w € Di(K).

We first note some properties of the operation Res,(w):

1} Res:(w) is k-linear in w.

i) Res;(w) =0 if v(w) > 0 (Le., if w € OdL).
ii1) Resy(dg) = 0 for every g € K.

iv}) Res;(dg/g) = v(g) for every ¢ € K*.

Properties 1,) 1}, and iii) are evident. For iv), put ¢ = "« with n = v(g),
so v{w) = 0. Then we find

dg/g = ndtft + dw/w,

whence Res,(dg/g) = n + Res,(dw/w) = n according to it).
Now we pass to the proof of prop. 5. We write the differential form w
m the form

W= E an dufu™ + wy
n>G

Then f:jtesu (w) = a1 and Resy(w) = 3 ay, Res(du/u?). As Resy(dufu) = 1
according to iv}, everything finally comes down to proving the following
formula: |

v) Res;(du/u”) = 0
When the field k has characteristic zero, dufu® = dg, with
g = —1/(n — Lu""1,

with v{wg) > 0.

for n > 2.

and formula v} is a simple consequence of formula iii). This argument no
longer applies in characteristic p > 0, for we could have n — 1 = 0 mod p.
- However, the case of characteristic p can be reduced to that of characteristic
zero in the following way: |

First, we can suppose, after multiplying u by a scalar factor, that
u:t+a2t2+a3t3+u- :ﬁ(l—]-*ﬂgt—]-«ﬂgfz—]—””).

We deduce that
1 1 ) '
=l —nagt 4 bt ),

where the &; are polynomials in as, .. .y ;31 With coefficients iIn Z and are
independent of the characteristic (the integer n being fixed).
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By multiplying with du = d# + 2ast dt + - - + ia;ti—1 dt + - - -, we deduce
that

oo
du dit :
mmm L e A
uﬂ tﬂ
=0
where the ¢; are, as before, polynomials in ag,...,a;,; with coefficients in

Z and are independent of the characteristic.

In particular, ¢,..;1 = Res; (gi,f-) Since formula v) is valid in characteris-
tic 0, the polynomial ¢, _1(a2, ..., ¢, ) vanishes each time that its arguments
a; are taken in a field of characteristic zero. By virtue of the principle of
prolongation of algebraic identities (Bourbaki, Algébre, chap. IV, §2, no.
5), this polynomial is thus identically zero, which proves v) in the general
case, and finishes the proof of prop. ¥. O

Remark. It would be easy to replace the recourse to the principle of prolon-
gation of algebraic identities with a “functorial” argument. One introduces,
for each commutative ring A, the algebra K, = A((f)) and its module of
differentials D (K4). There is a homomorphism Res; : D (Ka) — 4
commuting with homomorphisms A — B. One then proves the formula v)
foru=1+3 ,y,0;f n three steps:

a} for A a field of characteristic 0 (by the method of the text).

b) for A an integral domain of characteristic 0 (by embedding 4 in its field
of fractions and using a}).

¢} for arbitrary A (by writing A as the quotient of a polynomial ring over
Zand applying b} to this ring).

We leave the details of this proof to the reader.

12. Proof of the residue formula
We begin by checking the formula in a particular case:

Lemma 3. The residue formule is true when the curve X is the projective
line Py(k).

Proor. In this case, the identity map X — X is a function ¢ on X,
and k(X) = k(f). Every differential w on X can be written w = f(¥) dt,
where f(%) 1s a rafional function of t. Decomposing f into simple elements
(Bourbaki, Algébre, chap. VII, §2, no. 3), we can suppose that f = ® or
F=1/(t~ a)”.

In the first case, the only pole of w is the point at infinity and putting
u = 1/t, we have w = ~dufu™*t?, Thus Rese,(w) = 0 and the sum of the
residues is indeed zero.

In the second case, if n = 1, w = di/(f — a) has poles at ¢ and oo, with
residues 1 and ~1 respectively; if n > 2, the point o is the only pole, with
a zero residue.
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Thus we have checked the residue formula in all cases. [

Now let X be any curve. We choose a function ¢ on X which is not
constant. If X' denotes the projective line Py(k), we can consider ¢ as a
map X ~+ X' which is evidently surjective; it makes X a “covering” of X',
possibly ramified. Putting E = ¥(X') and F = k(X }, the map ¢ defines
an embedding of E in F; the field E is thus identified with the field k(p)
generated by . Since X has dimension 1, [F ; F?] = p; if F' denotes
the largest separable extension of F contained in F', there thus exists an
mnteger n > 0 such that F' == FP", The extension F[E 15 separable if and
only if n =0, in other words if ¢ ¢ F?: we assume this fom now on.

If fis an element of F, its trace in F [E is well defined; it is an element
of E which we will write Trp/g(f). The operation of trace can be extended
to differentials in the following way:

The Injection £ — F defines a homomorphism from D (E) to Dp(F);
as dy is an E-basis of Dy(E) and ¢ & F? this homomorphism is injective
and extends to an isomorphism of Dp(E) ®z F with Dy (F). On the other
hand, Trp/p : F — E is E-linear; applying this homomorphism to the
second term of Dip(E)®p F, we finally deduce an E-linear map

TI'F){}_:; . Dk(F) — .D;;(E)

We can make this more explicit as follows: if w is a differential on X , WE
write w = fdp and then

Trrip(w) = (Trpp(f))de.

Thus, to every differential w on X we have associated a differential Lr{w)
on X' = P;(k). This operation enjoys the following property:

Lemma 4. For every point P € X',

Y Resg(w) = Resp(Tr(w)),
Q— P

. the sum being over all the points Q € X such that e(Q}) = P.

Lemmas 3 and 4 imply the residue formula. Indeed, if w is a differential
on X, lemma, 4 shows that

Y Resg(w) = > Resp(w’),

QEX- PeX!

with &' = Tr{w) and lemma 3 shows that this last sum is zero.

Thus it remains to prove lemma 4. It is a “semi-local” statement, i.e.,
local on X’ but not on X. We are going to begin by reducing it to a purely
local claim.

Let Ep be the completion of F for the valuation vp, and simtlarly let ﬁq
be the completions of F for the valuations v associated to the points Q

e e e Ll Lo ok B TR TR B P
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mapping to P. The vy “extend” vp in the following sense: there exist in-
tegers eg 2 1 such that vy = equp on E; conversely, one sees immediately
that every valuation of F which extends vp coincides with one of the V.

This is a typical situation of the “decomposition” of a valuation; the ?Q

are extensions of gp of degrees e, and there is a canonical isomorphism
(cf. for example [15], p. 60)

F®g gp = H ﬁQ.
Qs P
A trace formula follows immediately from this isomorphism:

Trre(f) = ) Trg(f), feF,

Q—P

where Trg denotes the trace in the extension ?Q /Ep.
Whence, taking into account the additivity of the residue,

Resp(Te(f) dp) = Y Resp(Trq(f)dp).
Qv P

The last formula reduces lemma 4 to the following result:

Lemma 5. For every f € ﬁg, Resg(f dp) = Resp(Tro(f) de).
The proof of this lemma will be the object of the following no.

Remarks. 1) The preceding reduction does not use at all the hypothesis
that X' is a projective line; it gives a proof of lemma 4 which is valid for
any separable covermg X — X',

2) Following Hasse, we have deduced the residue formula from lemma 4.
We mention that the converse is possible: from the residue formula (proved
by transcendental methods, or by means of the Cartier operator, or by any
other method), one easily deduces lemma 4. One can even extend it to
inseparable coverings using a suitable definition of the trace of a differential
(the definition used above no longer applies). We will come back to this in
chap. III, no. 3.

13. Proof of lemma 5

As in proposition 5, the question is local. We have 3 field of formal power
series K and a finite separable extension L of K. If ¢ (resp. u) denotes a
uniformizing parameter of L {resp. K), we want to establish the formula

Res;(f du) = Reso(Tr(f)du)  forall f € L. (*)

Moreover, we can restrict to the case where f is of the form t*, with n € Z.
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This being so, first suppose that the characteristic of the field k is zero.
Denoting by e the degree of L/K, we have vg({u) = e, which shows that
v = w*® with w a uniformizing parameter of L. Replacing £ by w, we can

suppose that u == £*. Thus we are talking about a cyclic extension in which

the computation of the trace presents no difficulties. We find

. gifnz£0mode
Tlr(t )= nfe : -
e ® if n =0 mod e.
We deduce that
O0ifn s —e
eifn o —e.

Res, (Tr(t") du) = {

On the other hand,
0if nst —e

eif n = —e

Res: (" du) = Res, (et~ gf) = {

and we indeed find the same result.
Now we pass to the general case, We can write

u=te+Za£t£, (*:&-«:}
i>e
and conversely such a formula defines a subfield &((u)) of £((¢)) such that
[&({1)) : k({u))] = e; the extension k{(?))/k((u)) is separable if and only if
u g k(). |
Formula (*¥*) makes evident the fact that {1,£,¢%,...,4*" 1} is a basis of
E((1))/k{(v)); for every n € Z, we can thus write

Frzeg—1]

= Z bn,f,j(u)ij:
J=0

0<Li<e—1,

the b,,; j{u) being formal series in u:

brii(U) = D baijput.

For fixed n, the b, ; ;(u) form a matrix which is nothing other than the
matrix associated to ¢" in the regular representation of k{{f))/k((u)). By

virtue of the definition of the trace, we thus have Tr(t?) = Yo" b, s 4(0),

F==0

and the residue ¢, = Res(Tr(#") du) is given by the formula

fmg—1
Cn — Z bn,i,i,wl-
i=0
On the other hand, one sees immediately that Res(t” du) = —na.., (agree-

ing to replace a, by 1 and a; by 0 if ¢ < ¢), and the formula to be proved
is thus equivalent to

foralln € Z.

Cp = —RO_y

(**%)

e T s [ v kA
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But the preceeding computations can be done “universally”, considering
the a; as ndeterminants. It follows that the by, ; ; 1 are polynomials in the a;
with coefficients in Z and are independent of the characteristic. The same
is thus true of ¢; + na_,. According to what we have seen above, these
polynomials vanish each time their arguments are taken in an algebraically
closed field of characteristic 0; applying the principle of prolongation of
algebraic identities, we deduce that this polynomial is identically zero which
finishes the proof of lemma, and at the same time, that of the residue
formula. |

Bibliographic note

Among the numerous works which treat algebraic curves, we limit our-
selves to mentioning those of Severi [79], Weyl [87], Chevalley [15], and
Weil [88] which suffice to give an idea of the various points of view. The
lessons of Severi are written in the style of Hfalian algebraic geometry; they
contain many interesting results on linear series, projective embeddings,
and automorphisms of algebraic curves. Weyl takes the pomnt of view of
“analytic geometry”, which leaves the purely algebraic realm; in particular,
he proves the uniformization theorem, as well as the fact that every com-
pact Riemann surface is algebraic. One knows that this last result leads to
the determination of the coverings of a curve with given ramification (Rie-
mann existence theorem)}, a determination which algebraic methods have
not yet obtained.

Severt and Weyl limit themselves to the classical case, where the base
field 18 C. With Chevalley and Weil, the base field is arbitrary. This
18 almost the only point in common of their works: that of Chevalley is
written in the purely algebraic style (always fields, never curves), while
Weil employs the more geometric language of the Foundations [87].

From any point of view, the central theorem is the Riemann-Roch theo-
rern. The proof that we have given, using répartitions, was introduced by
Weil in a letter addressed to Hasse {85]. It is rapid and has the advantage
of translating easily into the language of sheaves, thus preparing the way
for generalizations to varieties of any dimension (see chap. IV, for the case
of surfaces). It is interesting to note that this proof figures in the work of
Chevalley [15] already cited, but not in that of Weil [88].

As we have seen, the residue formula plays an essential role in identifying
differentials with linear forms on répartitions {the “duality” theorem). The
first proof of this formula {(over a field of any characteristic) is due to
Hasse [32]; it is essentially his proof that we have given. The work of
Chevalley [15] contains another, rather indirect, but avoiding the difficult
lemma 5 {see also Lang [51], chap. X, §5). There is another proof of
this lemma in a note of Whaples {98]. At any rate, these various proofs
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are artificial. Here, as with many other questions {see In particular chap.
IV), it seems that one can obtain 3 truly natural proof only by taking the
pomt of view of Grothendieck’s general “duality theorem” [28]; for this see
Altman-Kleiman {105], Hartshorne [115] as well as Tate [124].
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CHAPTER III

Maps From a Curve to a Commutative
Group

This chapter contains the proof of the first theorem stated in chapter I
the existence of a modulus associated to a rational map from an algebraic
curve to a commutative algebraic group.

The proof itself is given in §2. We have preceded it, in §1, with a general
study of “local symbols”, and we have given the value of these symbols
m some particular cases. Finally, §3 contains a certain number of auxil-
iary results, more or less well known, but for which it is difficult to give

satisfactory references.
§1. Local symbols

1. Definitions

Let X be an algebraic curve {(satisfying the conditions of chapter II, whose
notations we keep). If S is a finite subset of X, we call the assignment of
an integer np > 0 for each point P € S a modulus supported on S. The
modulus m will offen be identified with the effective divisor ¥ npP.

If ¢ 1s a rational function on X, we will write

g=1modm

ifvp(l—g)>np forevery P S.
If the equality above is only verified at a point P, we will write

g =1 mod mat P.
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Note that, if ¢ = 1 mod m, the divisor (g) of ¢ is prime to S.

Now let f : X — S5 — G be a map from the complement of S to a
commutative group &. (Note that we do not suppose that G is an algebraic
group, nor, if it is, that fis arational map.} The map f extends by linearity
to a homomorphism from the group of divisors prime to S to the group G.
In particular, if ¢ = 1 mod m, the element f{{g)) € G is well defined and
writing the group G additively we have

Flan = D welg)f(P).

PeX-5

Definition 1. We say that m is a modulus for the map f (or that m
15 associated to f) if f((g)) = 0 for every function ¢ € k(X) such that
g = 1 mod m.

We are going to transform this definition using the notion of a “local
symbol.”

Definition 2. Let m be a modulus supported on § and let f be a map
from X ~ § to G. We will call 3 “local symbol” the assignment, for each
P € X and every g € k(X)*, of an element of G, written (f, ¢)p, salisfying
the following four conditions:

1} (£,99)p =(f,9)p + (£,4)p.

) (f,e)p=0ifPeSandifg=1mod mat P.
i) (f,9)p =ve(g)f(P)ifPEX -8,

iv) Epex(f: Q)P = 0.

Some examples of local symbols will be given in nos. 3 and 4.

Proposition 1. In order that m be a modulus for the map f, it is necessary
and sufficient that there exist a local symbol gssociated 1o f and to m, and
this symbol is then unique.

PROOF. Suppose that a local symbol exists and let ¢ be a function such
that ¢ = 1 mod m; then

F(g)) = > vp(9)F(P)

PES
= (f.9)p using iii)
Pgs
e — Z(‘f’g)P USiIlg I‘V}
Pes
=0 using i)

Conversely, suppose that m is a modulus for F; we seek to define a local
symbol (f,¢}p. If P ¢ S, condition iii) imposes (£,9)p = vp(g)f(P). Thus

e "' ':;. i :“E'::?-] F}t

-
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suppose P € 5. One can always find an auxiliary function gp such that
gp = 1 mod m at the points ¢} € S — P, and such that ¢/gp = 1lmod. m
at P (the existence of gp follows, for example, from the approximation
theorem for valuations). We then define (f, ¢)p by the formuls

(f,9)p =~ Z volgr) F(Q).

QES

The right hand side does not depend on the auxiliary function gp chosen:
indeed, one can only change gp by multiplying it by a function & such
that A = 1 mod m and that does not change the sum in question, since

F(1) = 0. -
The formula (*) thus defines (f,¢)p unambiguously, when P € S. It

remains to see thai the properties i}, 1i), iii}, and iv) hold:

Verification of 1): If gp and ¢} are auxiliary functions for ¢ and ¢’ respec-
tively, we can take g p¢p as an auxiliary function for g¢’ and the formuls
follows imumediately.

Verification of ii): If ¢ = 1 mod m at P, then ¢gp = 1 mod m and the right
hand side of (*) 1s equal to ~f({gp)) = 0, since m is a modulus for f.
Verefication of iii): This is the very definition of (f,¢)p when P € S.

Verification of iv): We have

SThar==Y. 3 vlee)fQ)

(%)

Pe§ PES Q¢S
=— > wo(h)f(Q), with h= J] gp.
Q¢S PeS

Putting ¢/h = k, clearly £ = 1 mod m, whence

Y vg(k)F(Q) =0

QES
since m is a modulus for f. This equality can thus be written

D (f.9)p == v@)f(@Q+ Y volk)f(Q)

Pes QES Q&S
== v(@)f@
QES
= % (f,9)e  usingiii).
Qgs

Thus, the expression (*) is indeed a local symbol associated to f and m.
Moreover, it is the only possible, for according to 11} we must have

(f:g)P — (figP)P!

and according to i), i), and iv}, (f,gp)p must be equa:l to the right hand
side of the formula (*). The proof of prop. 1 is thus finished. O
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Remark., Hamap f: X~ 5 — G has a modulus m, it has others {for
exariple the moduli m’ > m}, but the corresponding local symbols are the
same. Indeed, we can restrict to the case where m’ > m, and in this case, a
local symbol for m is one for m’ thus coincides with that of m/, according to
the uniqueness property that we have just proved. Thus, the local symbol,
if it exists, only depends on f.

Interpretation in terms of idéles. The preceding can easily be translated
to Chevalley’s language of “idéles”. We rapidly indicate how:

Let I be the group of idéles of X i.e., the multiplicative group of invert-
ible elements in the ring of répartitions (chap. I, no. 5). Write F for the
field (X)) and, for every P € X, denote by Up the subgroup of F* formed
by the functions g such that vp(g) = 0; if n > 1, denote by U},ﬂ) the sub-
group of Up formed by the functions such that vp(1 — ¢) > n. With these
notations, an idéle ¢ is nothing other than a family {ap}pex of elements
of F* such that ap € Up for almost all P. '

Given this, let (f,¢)p be a local symbol and put, for every idéle o

6(a)= Y (fiap)p ifa={ap}rex.
PeX
From the fact that ap € Up for almost all P, this sum is indeed finite,
and thus we get a homomorphism 4 : I — G. Moreover, the knowledge of
this homomorphism is equivalent 1o to the knowledge of the local symbol
(f>9)p with which we started. Conditions #i) and iii) imply that 8 is zero
on the subgroup I of I defined by the formula

Iq = H Uj{:;nP) X H Up ifm:anP.

pPes pgs

As for condition iv}), it says that § vanishes on the subgroup F* of I
formed by the principal idéles. Thus, 8 is a homomorphism from 7 [IaF* to
& (and conversely, every homomorphism from I [InF* to G can be obtained
in this way). It is easy to see, using the approximation theorem, that the
group I/IqF* is canonically isomorphic to the group Cu introduced in
chap. I, no. 1; this is essentially the content of prop. 1.

2. First properties of local symbols

a) Functorial character Let f: X —5 — (G be a map from X — S to a
commutative group & and let § : G ~» G’ be a homomorphism from G to
a comunutative group &'. Then we have:

Proposition 2. If m is a modulus for f, it is also a modulus for 8 o f,
and the corresponding local symbols satisfy the formula

(6o f,9)p = 6((f, g)r)

N
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ProoF. It suffices to check that 8((f,¢)p) is a local symbol associated to
8 o f and to m, in other words that the properties i), i}, i), and iv) are
satisfied. This 15 immediate. |

bj Local symbol of a trace. Again let f : X ~ S — G and suppose that
7: X — X'is amap from X onto another curve X’ (we can thus consider

X #s a “ramified covering” of X', cf. chap. II, no. 12). Put §' = #(S) and,
for every P’ € X', denote by #~}{P’) the divisor of X which is the inverse
image of P’ by =. We have

NP = Z epP,
P p

where ep denotes the index of ramification of the valuation vp with respect
to the valuation vp:.

If P ¢ 5 the divisor #71{P) is prime to S, and f(z~1(P')) makes
sense. Thus we get a map

T, f: X' ~8 =G

which will be called the trace of the map f.

Proposition 3. If f has ¢ modulus m, the map f' = Tr, f has a modulus
m’ and

(Te o) e = 3. (e om)p P eX', g €kX').

P P
PROOF. We must see that the expression (f/,¢")p: defined above satisfies

the conditions i}, i}, iii), and iv) for f’ and a suitable modulus m. For i},
this is evident. For ii), put

M o= ZHPP

and, for every P’ € ', choose an integer npr which is larger than all the
quotients np/ep for P € Sa~(P"). HLvp:(1~g¢’) > npr, we deduce that
vp(l—~g'on) > epnp >npif P> P and P€ S,

whence (f, ¢’ o #)p = 0 in this case. If P ¢ S, the fact that vp(g'om) =10
implies (f, ¢’ o 7)p = 0; condition i} is thus satisfied by the modulus

m' = Z ?‘IPIP!.

PIE’S'J'
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For i), we must compute (Tr f, g’ )p: for P/ & S/. We then have
(Trz £, 9 )pr = Z vp(g o m}f(P) (since P ¢ 5),

PP
= vpi(g') > epf(P)
P
= vp (g (P, by the very definition of f'.
Condition iii) is thus fulfilled, and the same is evidently true of condition
iv). ]

¢} Local symbol of @ norm. Let # : X —+ X’ be a ramifled covering, let 5’
be a finite subset of X’, and let f: X' ~ §' ~+ G be a map fom X' - &
to a commutative group G. We put § = »~1{5’). On the other hand, if
g € k(X)*, we denote by N,g the norm of g in the extension k(X )}/k(X")
defined by ». We then have the followmg proposition, analogous to propo-
sition 3, but where the roles of f and g have been permuted:

Proposition 4. If f' has a modulus m', the map f' o hes a modulus m,
and we have

(foNeg)pr = 3 (flomglp P eX, gek(X)
P P!

Proor. First we observe the existence of 2 modulus m with support S such
that ¢ = 1 mod m implies Nx¢ = 1 mod w’: Indeed this is a well-known
result on norms (the norm map is “continuous”) that one can prove, for
example, by embedding the extension 2(X)/&(X") in a normal extension.
On the other hand, if g € &(X)*, one knows that (Nrg) = #{(g)). Applying
this to the case g = 1 mod m, we see that f'on((g)) = f/(Nxg) =0, which
indeed shows that m is a modulus for f' o =.

It remains to establish the formula hnking the local symbols of f/ and
flow. If P/ e X'~ S’ this formula simply says vp:«(Nxg) = 2 p_ pr v2{g),
ie., that (Nrg) = n({g)). Thus suppose P’ € §', and choose a function A
such that g/h = 1 mod m at the points P mappingto P and h = 1 mod m
ai the points P ¢ § not mapping to P'. Then N,g/N.h = 1 mod m' at
P and Nh=1mod m’ on & — P'. Whence

(f', Neg)pr = (f', Neb)pr = — > (f', Nuh)o
- QI EST
o - Z(j”I D#:h’)P

Pgs

= Y (flomh)p

P o P1

= > (fomg)p. =

PP

i
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3. Example of a local symbol: additive group case

From pow on, we iimit ourselves to the case where the commutative group
G is a connected algebraic group, the map f: X — § — G being a regular
map. We can then consider f as a rational map from X to G, regular away
from S. Unless otherwise stated, we suppose that S is the smallest subset
of X having this property, in other words it is the set of points where f is
not regular.

The theorem of Rosenlicht that we propose te prove in the rest of this
chapter can be stated thus (cf. chap. I, thm. 1):

Theorem 1. The map f has a modulus supported on S.

We are going to verify this theorem in the particular case where the
group G Is the additive group G, and at the same time complete it by
determining explicitly the local symbol (f, ¢)p.

Proposition 5. Theorem 1 is true for the group Gg, the corresponding
local symbol being (f,g)p = Resp(f dg/yg).

(‘This formula makes sense, for f is nothing other than a (scalar) fanction
on X with S as its set of poles.)

ProoF. If P belongs to S, we put np = 1 — vp(f); from the fact that P
is a pole of f, we have np > 1. We are going to check that Resp(fdg/g)
is a local symbol associated to f and m = ) npP.

Property i} is clear, from the fact that

d(99') /99" =dgfg+dg'/q’.

For 1i), we remark that, if vp(1 ~ g) > np, then

vp{dg) > np - 12 —vp(f);

as vp(g) = 0 we deduce that vp{fdg/g) > 0, whence Resp(fdg/g) = 0.
For i1}, we remark that dg/g has a sémple pole at P, thus so does fdg/g
(since P ¢ §) and we have

Resp(fdg/g) = f(P)Resp{dg/g) = f(Plur(g),

applying formula iv) of chap. II, no. 11.
Finally, formula 1v):

Y Resp(fdg/g) =0
FPeX

is just the residue formula applied o the differential form w = fdg/g.
The proof of prop. b is thus complete. £
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Corollary. In characteristic p > 0, we have the formula

Resp(f? dg/g) = [Resp(fdg/)F.

ProoOF. Indeed, the map ¢ — #? is 2 homomorphism G, — G, and we
know that local symbols are functorial (prop. 2). {3

(Of course, nothing could be easier than to check this formula by a direct
computation!)

We could also apply prop. 3 to the present case. We would recover the
formula giving the residue of a trace {chap. I, no. 12, lemma 4}):

Z Resp(w) = Resp:(Trw).
Pos P

Proposition 4 also gives this formula, taking into account the formula
d(Nzrg)/Nfrg = %w(dg/g)-

Hemark. Proposition 5 extends to the Wit group W, of any dimension n.
A rational map from X to W, is nothing other than a Witt vector Fof
length n with components in k(X). One should take for (F,9)p the symbol

deﬁnegi by Witt {[99], §2), and use a formula similar to the residue formula
(Ioc. cit., §9). See also Kawada and Satake [43]

*

4. Example of a local symbol: multiplicative group case

Suppose now that G is the multiplicative group G,.. The rational map f

can again be identified with a function on X and S consists of the set of
zeroes and poles of f.

Proposition 6. The map f has m = 5 pes £ @5 & modulus; the corre-
sponding local symbol is

(f,9)p = (—1)’”“—;;(P), with n = vp(g), m = vp(f).

(This formula makes sense, for the function A = /g™ is such that
vp(h) = 0, thus it has a well-defined, non-zerc value at the point P.)

PRQOF. Here again we must check the properties i), i), ni}, and iv) of a
local symbol.
For i}, let ¢’ = gg’. Then n” = n ++ n/, whence
, fn-i-n'
(f,9")p = (—1)pFn)m W(P) =(f,9)p(f.9)p.
For ii), suppose that vp(1 — g) > 1; then n = 0, whence

(f}g)p:;;l—ﬁ—(P):l since g(P)=1.
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For iii), suppose that P € S, L.e, that m = vp(f) = 0, Then (f,9)p =

(P,
It remains only to check the following formula (“product formula”):
iv) I[F =1

FekX

We are going to proceed as for the residue formula, reducing to the case
where X is the projective line A, The function g can be considered as a
map g : X — A. If g is a constant map equal to ¢, the left hand side of
iv) is equal to a raised to the power — 3 wvp(f) = —deg({Ff)) = 0, and
the formula 1v) is correct in this case. We can thus suppose that g is not
constant, in which case it is a surjective map, which makes X a (ramified)
covering of A. Putting F = k(X)) and E = k(A), we thus have an extension
F/E with E = k{(g), and the norm operation Np/p : F* — E* is well
defined. Then denoting by ¢ the identity map A — A, considered as an
element of (A}, we are going to establish the following two lemmas:

Lemma 1. For every point P € A, [],0y=p(f,9)p = (Np/g f,f)p.
Lemma 2. For every function f' on A, [[pe (fs8)p = 1.

1t is clear that the formula iv) follows from lemima 1 and lemma 2 appﬁéd
to f' == Npyg f. It thus remains to prove these two lemmas.

ProoF oF LEMMA 2. We write f' in the form f/ = uJ]{t — A)**. As the
symbol (f', t)p is multiplicative in f/, we can restrict to f/ == £ — X. There
are two cases to distinguish: A = G and A £ O

a} A= 0. Then ({,{}p = 1 for P # 0,00, (,t)o = —1, ({,8)0 = ~1, and
the product is indeed equal to 1.

b) A # 0. Then (t— )\, €)p = 1 for P £ 0, ), 00:

(t—XAtp=-)
( — Adp=1/A
(T Mt)p =1
and the product is indeed again equal to 1. 1

Proor or tEMMA 1. We are gomg to reduce it to a local result, as we did
m chap. I, no. 12 for lemma 4. First of all, we observe that the symbol
(f',t)p makes sense when f’ and ¢ are any elements of the field K = Ep,
the completion of the field F with repect to the valuation vp. The symbol
thus obtained will be written (f',%)x; it s again multiplicative in f' and
in £. Proceeding similarly with the local field L = Fg, we have the formula

Nepg f= H Ng f, with NQ:NFQ,’EP'
Q=P
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The right hand side of the formula to prove can thus be written

I Mo 5t)x,

Q—P
and we are reduced to proving the following resuli:

Lemma 3. (f,9)r = Ng fog)x if f € L*, g € K*.

(In this statement, the field K is identified with a subfield of L, which
has the effect of identifying ¢ with g.)

Proor. It suffices to do the proof when f is a uniformiser of the field L;
indeed, (f,g)r and (N f,¢)x are both multiplicative in f, and the group
L™ 1s generated by elements which are uniformisers (since every “unit” is
the quotient of two uniformisers). We thus have L = k((f)). Similazly, we
can suppose that g 1s a uniformiser of K, whence K = k((g)). If we then
compute vp(N f) = vo(f), we find 1, which shows that

N f

(Nf,g)x = *T(P)-

On the other hand, putting e = [ : K] we have vo{g) = e, whence

(f: glr == (_1)6"’;(‘32)'

Everything thus comes down to showing that the function N f/F° takes the -

va}ue (~1)°"* at the point P (or at the point Q, it is the same thing). For
this, we write the minimal equation of f over K

feraft b ta =0, €K,
Clearly @, == (—1)*N f. On the other hand, if a; # 0,
vL(aife“f) = ek (a;) + e~ 7= —imod e.

It follows that all the monomials of the preceding equation have distinct

valuations, except perhaps f¢ and a,. Elementary properties of valuations
then show that we must have

vr(f®) = vplae) > vp{a oY) # 1<i<e~1.

Dividing by f°, this gives vr(l + a./f°) > 0, which means that a./f
takes the value —1 at P; thus N f/f°¢ takes the value (=11, as was to
be shown. £

Remark. As with the Hilbert norm residue symbol (Eﬁﬁ—), the symbol {f, g)p
has the following properties (which one checks by a direct computation):

((f,9)p(g, flp =1
< (_f:f)P:]-
X (1‘_‘f1f)Px1-
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'We also mention the following result:

Proposition 7. If f and g ere two functions on X whose divisors are

disjoint, f({g)) = g((f))-

ProoF. Write [],.x(f.g)p =1, taking into account that (f,g)p 1s equal
either to f(P)*#(), or to g(P)~*#Y); thus f((9))9(—(f)) = 1, whence the

desired result. il
te {2
§2. Proof of theorem 1 M e A . shen
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5. First reduction

We return to the situation of no. 2 b), and suppose given a covering 7 !
X > X'  1f:X~—S8 - Gis any map from X ~ S to a commutative
group G, we have defined Try f: X7~ $' — G where &' = #w(5).

Proposition 8. If G is an algebraic group and if f 15 ¢ reqular map, the
map Trr f is regular.

ProoF. Let n be the degree of the covering X — X7, and let X(*) be the
n-fold symmetric product of X (cf. no. 14). For every P' € X' the divisor

P = z eplP (cf. no. 2)
P P!
is an effective divisor of degree n, thus can be identified with 2 point of
X, The map 7=t : X’ — X(™) thus defined is a regular map (cf. no. 15,
proposition 22). On the other hand put ¥ = X — S; it is an open subset
of X. Putting
F(ys,--syn) = f(gn) + -+ + f(yna)

we get a regular map of Y™ to G which is invariant under permutation of
the y;. In view of the definition of the symmetric product, this map passes
to the quotient and defines F’ : Y™ _ G. But Y™ is an open of X{™)
and 71 maps Y = X' — 8 to Y{"); it follows that Flog=*: X' -8 = (C
is a regular map. As this map is nothing other than ‘Irx f, this proves the
proposition. | [

The proposition applies in particular to the case of a non-constant ratio-
nal function g on X, g being considered as a map from X to the projective
line A. Hm =) p.gnpP, np>0,is2 modulus supported on S, we will
write g = Omod m if vp(g) > np forall P € 5. Under these conditions,
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g(P) =10 for all P €S, and the set S’ = g(S) is thus reduced to the point
{0} of A. The map Tr; f, by virtue of the preceding proposition, is thus e
reqular map from A — {0} {0 G.

Proposition 9. Let m = } . _.npP, np > 0 be a modulus supported
on S. In order that m be a modulus for f, it is necessary and sufficient
that for every mon-consiant funciion g with g = Q0 mod m, the mep Try f
be consiant,

ProoF. Put f' = Ty f where g is a non-constant function such that
g =0 mod m, If a is a point of A distinct from 0, then f/(a) = f(g~(a))
by the definition of f’. If @ = oo, the divisor g~'(o0) is nothing other than
the divisor (g}, of poles of the function g; if a # oo, it is the divisor (g),
of zeros of the function g — a. Thus, in every case

@)= fl(g)a) a€A-{0}.

Now suppose that m is a modulus for f. For every a # 0,00, we can
write g — a = —a{l — a~lg) = b.h, where b is a non-zero constant and
h = 1 mod m. It follows, in view of the hypothesis made on m, that we
have f((g — a)) = 0, which can be written

f((9)e) = F((9)oo);
or
f'{a) = f'(o0),

and this shows that f/ is a constant map.

Conversely, suppose that f’ is a constant map for every function g =
0 mod m, g non-constant. If h = 1 mod m, we can write A = 1 — g with
g = 0 mod m. Ifg is constant, the same is true of h, and F((h)) = f(0) = 0.
If g is not constant, (h) = (g); — (g)eo, whence f((R)) = F(1)— f'{c0) = 0,

as was to be shown. 0

6. Proof in characteristic {

Let, as before, f : X — 5§ ~+ G be a regular map from X — S to the
commutative algebraic group G. Denote by r the dimension of G and let
{wi,...,wr} be a basis of the vector space of differential forms of degree 1
nveriant by translation on G (for the properties of these forms, of. no. 11).
Put o = f*(wi) 1 €4 < 7, the o; are the pull-backs of the w; by f, and
are thus regular on X — 5. For P € S, we choose an integer np > 0 such
that vp(a) > —npfor 1 <i < r.

Proposition 10. In cheracteristic 0, the modulus m = pes Pp P defined
above is @ modulus for f.
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PROOF. We are going to apply the criterion of prop. 9. Thus let g be a
non-constant rational fanction on X such that ¢ = 0 mod m. We are going
to show that the map Tr, f : A— {0} — G is a constant map. Denote this
map by f. it will suffice to prove that f"{w;) = 0 for 1 <i < 7. Indeed,
grom the fact that the w; are linearly independent at each point of G, this
implies that the tangent map to f' is everywhere zero, whence the fact that
f’ is constant since the characteristic is zero.

First of all we have:

Lemma 4. [ {w;) = Tr(ey) for 1 <i <.

(The trace is taken with respect to the covering g: X — A, cf chap. i,
no. 12.}

ProoF. Let Y be a Galois covering dominating X (cf. no. 13) and let =
be the projection Y ~+ X. From the fact that gox: Y — A isa separable

covering, the map
w— (gom){w) =7 g"(w)

is an injective map from the differential forms of A to those of V. It thus
will suffice to prove the formula

r#g*fl* (W-i) — ﬂ_#gi: ’L{‘r(a’g)- _ (‘#)
The right hand side of (*} can be written

=3

D oim (e,

=1

the o; being certain elements of the Galois group g of the covering ¥ — A
(cf. no. 13). On the other hand, we also have

j=n

f’agoﬂrf:Zforccrj

je=1

(cf. no. 13); oo

by virtue of the additivity of the operation f*‘(w) (no. 11, proposition 17},
the left hand side of (*) can be written

j=n

Jume
?r*g*f’*(w;) . Zﬁ';?f*f*(wi) o Z G';?F*(CE,-;),
j=1 J==l
and we do find the same result. 1

(Observe that this proof is valid in any characteristic, provided ?hat g
is not a p-th power. Indeed, it is likely that lemma 4 is valid without

hypothesis on g, ¢f. Barsotti [6], thm. 4.2.)
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Lemma 5. For every ¢, 1 < i < r, the differential form " (w;) has at
most ¢ simple pole af (.

Proor. We must prove that ve(f" (w;)) > —1. Thus suppose that

vg(f’*(w;)) = -—-m—1withm > 1. If{: A — A denotes the identity
map considered as a rational function on A, then

vo(t” f"(w;)) = —1, whence Reso(#™f(w;)) # 0.

According to lemma 4, the differential form #™ f*(w;) is the trace of
g™ a;. Applying lemma 4 of chap. II, no. 12, we thus get

Y Resp(g™as) # 0,

F-0

But the form g™a; is regular at all the points P such that g(P) = 0.

I<i<r,

Indeed, either P € S, and then g and o; are regular at this point or P € $-

and
vp(g™ e;) = mup(g) +vp(ey) 2 mnp —np > 0.

The hypothesis m > 1 thus leads to a contradiction, which establishes
lemma 5. 1

It 15 now easy to finish the proof of propoesition 10. Indeed, since f' is
regular on A — {0}, the same is true of F(w); by virtue of lemma 5, this
differential has at most a simple pole at 0. The residue formula then shows

that its residue at this point is 0 and f™(w;) is a differential of the first -

kind, thus it is zero because A is a curve of genus zero. This finishes the
proof, taking into account what was said above. 7

7. Proof in characteristic p > 0: reduction of the problem

Our proof will rely on the structure of commutative algebraic groups. We
assume the following two results:

Proposition 11 (“Chevalley’s theorem”). Every connected algebraic group
G conilains a normal subgroup R such that:

a) K is a connected linear group.

b} G/R is an Abelian variety.

(For the definition of quotient groups, see Chevalley [17], exposé 8.)

Proposition 12. Ewery connected commautative linear algebraic group is
isomorphic to the product of a certain number of multiplicative groups Gy,

and ¢ group U isomorphic to a subgroup of the group of trianguler matrices
having only 1’s on the principal diagonal.
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(Such a group U is called “unipotent”.) |

Let us apply prop. 11 to the group G. We thus have G/ = A, where 4
is an Abelian variety; on the other hand, prop. 12 permits us to decompose
R as a direct product of & unipotent group and of groups G,,. In general,
suppose that B = Ry + Ry; then the group G is embedded as a subgroup
in G/R1 x G/Rs and, if m; is a modulus for the composed map

X-—S-LG-—}G/R;'

it is clear that m = Sup(m;, m3) is 2 modulus for f. We are thus reduced
to proving theorem 1 for the groups G/R; and G/ Hg, which are extensions
of A by Ry and R,. Proceeding closer and closer, we are reduced {o proving
theorem I in the two following cases:

1= 1,2.

a) G is an extension of an Abelian variely A by a group Gy,
b) G is an extension of an Abelian variely A by a unipoient group U.

We will prove a) in the next no., and b) in nos. 9 and 10.

Remark. Thus Chevalley’s theorem serves us in proving theorem 1. Con-
versely, as Rosenlicht noted, if one could prove theorem 1 directly, one

would deduce a new proof of Chevalley’s theorem via the theory of gener-
alized Jacobians (cf. chap. VII, no. 13).

8. Proof in characteristic p > 0: case a)
We are going to need the following two elementary lemmas:

Lemma 6. Every regular map from the projective line minus one point {o
the multiplicative group Gy, 1s constant.

Proor. We can suppose that the point in question is the point at infinity.
In this case, the map is a rational function Wwhich has neither poles nor
geroes at a finite distance; it is thus a polynomial without zeroes, i.e., a
constant. L1

Lemma 7. Let V be a non-singular variely and let  be the sheaf of
differential forms of degree 1 (cf. chap. I, no. 7). Suppose that, for every
P eV, the Op-module Qp is generated by elements of HO(V, Q). Then
every reqular map f from the projective line A fo V is consiani.

Proor. Let w € H(V, Q); the differential form f*(w) is everywhere reg-
ular on A, thus zero. By virtue of the hypothesis on V, this implies that
the tangent map to f is everywhere zero. In characteristic 0, this implies
that f is constant. In characteristic p > 0, this implies that f factors as

F
AiAiV, where A — A is the map A - A%,
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Applying the same argument to g, we deduce the existence of factorizations

of f of the form f = hoF™ with n an arbitrary integer, which is only possible

when f is a constant map (mdeed, otherwise the image C of A by f would

be a curve, and we would necessarily have p* < k(V) k(C)]). Ll
A

Corollary. Every rational map from A fo an Abelian variely 1s constant.

ProoF. Indeed, since an Abelian variety is complete, such a map is every-
where regular, and on the other hand it is evident that an Abelian variety

(and more generally any algebraic group, <f, no. 11) satisfies the condition
of the lemma. Ll

(Observe that the same lemma farnishes a proof of Liiroth’s theorem: it
suffices to take for V' a curve of genus > 0.)

We now pass to the proof of case a) of theorem 1:

Proposition 13. Suppose that G is an extension of an Abelian variety A

j‘iy the multiplicative group G,,. If m= 35 pPes P, then m is @ modulus for

PROOF. We are going to apply the criterion of propostiion 9. Thus let ¢
be a non-constant rational function on X such that

g = 0 mod m, e, g(P)=0for Pe S,

‘The map Tr, f is a regular map from A ~— {0} to G; composing it with
the projection G — A, we get a rational map from A to A which is constant
according to the corollary to lemma 7. Thus Ir, f takes its values in a class
modulo Gy, a class which is biregularly isomorphic to Gp,. Then applying
lemma 6 we deduce that Tr, f is constant, as was to be proved. (1

Remark. When G = G, the proof above gives the first half of prop. 6 {the

determination of the modulus m), but not the second {(the explicit value of
the local symbol).

9. Proof in characteristic p > 0: reduction of case b) to the
unipotent case

Suppose that we are in case b), that is to say that ¢ contains a unipotent
subgroup U such that G/U = Ais an Abelian variety. Writing U additively
there exists an integer r such that p"u =0 for all w € 7. This can be seex;
either by using the fact that U/ is 2 multiple extension of groups G, or by
writing « in the form 1 + 2, where n is a nilpotent matrix in GL,,: then

(I+n) =140 =1  when ¢ >m.

s b s e S
'

=i

kel i vt i Sl H

-l A R T

= iy e i g i o 4 Sy oy e e T e e e T O P TL T T
14

§2. Proof of theorem 1 43

On the other hand, according to a theorem of Weil ([89], p. 127), 774 =
A.

Soput U' = G/p"G, G' = Ax U, and let 8 : G — (' be the product
of the canonical maps G — A and G —» U’. The group U’ is a unipotent
group. Indeed, it satisfies p" U’ = (, thus admits no subgroup isomorphic
to Gy, Dor any subgroup isomorphic to a non-zero Abelian variety. Qur
assertion then follows from the structure theorems of no. 7. Furthermore, .
the kernel of 8 is finite. Indeed, this kernel is equal to U[12"G, and p"G
is an Abelian variety (since p’U = 0 the map p" : G — G factors as
G — A — G), thus U[ 7" G, being the intersection of an affine variety
with a complete variety, is indeed a finite sef.

We have already checked theorem 1 in the case of an Abelian variety
(this is essentially the content of the corollary to lemma 7); suppose it is
true for a unipotent group. Then it will also hold for &, thus also for G
by virtue of the following proposition:

Proposition 14. Let § be a homomorphism (in the sense of algebraic
groups) from ¢ commautative algebraic group G 1o a commulative algebraic
group G and suppose that the kernel of 8 1s finite. Then if m is ¢ modulus
for 8o f, it is also a modulus for f.

{('This is a converse to prop. 2 of no. 2.

ProoF. We apply the criterion of proposition 9. If ¢ is a non-constant
rational function on X such that g = 0 mod m, the map

Trg(fo f): A~ {0} — &

is a constant map. But this map can also be written 8o Tr, f, which shows
that Tr, f takes it values in a class modulo the kernel of §, i.e., in a finile
set. As ¥V — {0} is connected it follows that Tr, f is constant, which proves
the proposition. (]

Thus everything comes down to proving theorem 1 when G is @ unipotent
group. This is what will be done i1n the next no.

10. End of the proof: case where G is a unipotent group

We now suppose that G is a connecled, commutative, unipoient group; we
can thus consider it as embedded in a linear group GL,(k), such that each
of its elements is of the form 1+ N, where N = (n;;) is a matrix satisfying
gy = 0if: R j

In particular, we can consider (& as embedded in the vector space of all
matrices of degree r over &, call it M, (k). Every rational map g from a
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curve Y to the group G thus determines (and is determined by) r? rational
functions gi5, 4, j=1...,r. f Q is a point of Y, we put

welg) = Sup(0, —ve(g:5)),  4Li=1,...7 (1)

‘This apphes in particular to f : X — S — G. Then choose an integer
n > ( such that

n > (r — Dwp(f)

Proposition 15. The modulus m =3, . nP is 2 modulus for f.

for all P ¢ S. (2)

PRroOOF. We are again going to apply the criterion of proposition 9. Thus

let g be a non-constant rational function on X such that vp(g) > n for all

P & 5. We must show that f' =Ty, f is a constant map; it will suffice for
this to see that

wo(f') < 1. (3)

Indeed, this inequality will show that all of the wo(ff;) are > 0, in other

words that ' is regular at the point 0 of A, The map f', being a regular

map from the complete variety A to the affine variety &, will indeed be
constant.

Let Y be a normal covering of A dominating X (cf. no. 13) and let 7 be
the projection Y — X. For each point P € X (resp. @Q € V), let ep (resp.
eq) be the ramification index of P (resp. @) in the covering g : X — A

(resp. in the covering 7 : ¥ — X). Choose a point @ € Y mapping to

P € S and such that e = eg is maximal for all the points @ having this
property. Yut P =a(@Q), P € S. Then

wo(f' 0 g0 7) = cepun(f')
whence
wo(flogom) > newi(f) (4)
since ep = vp(g) is 2 n.
Thus everything comes down to evaluating wo(f' o g o 7). But, if p*
denotes the inseparable degree of the extension k{(X)/k(A),

f’ngoqr:pkz_foqroa'j (5)

the o; denoting certain elements of the Galois group of ¥ (¢f no. 13). We
are going to use the following lemma:

Lemma 8. If f¥ are rational maps from a curve Y to G, then

wo (Y, F*) < (r — 1) Sup we(F%).
We admit for a moment this lemima and apply it to (5). We find
we(f'ogonr) < (r~1)Sup; we(foroa;)
< (r—1)Sup; wo,(fowr) with @; =a;(Q), (6)
< (r—1)Sup;eq,wp,(f) with P; = n(Q;).
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If P; € S, we have wp.(f) = 0, and we can thus consider in the right
hand side of (§) only the terms corresponding to F; € S. For these, we
have eg; < e and wp,(f) < nf{(r — 1) in view of the choice of n. We thus
deduce from (6) the inequality

wo(ffogor) <en (7)

which, together with {4), proves (3).

It remains to prove lemma 8:

For that, we go back to writing the composition law on G mulliplicatively.
We must consider the product

=110 +n%, (8)

n® being a rational map of Y into the space of matrices NN such that ng; = 0
for £ > j. But a product of » such matrices is equal to zero. We can thus
expand the product (8) in the form

Z Z n® - n%E, {9)

<kLr—1 a1 <Lk

Formula (9) shows that the components ([ ] f*)i; of [ f¢ are polynomi-
als in those of n® of total degree < r— 1. Taking into account the definition
of wg this gives:

wQ(H ) < (r—1)Sup wg(n®) = (r ~ 1) Sup weol(f7), (10)

as was to be shown.
This finishes the proof of proposition 15, and with it, the proof of theorem
1. ]

Remark. One can also reduce the case of unipoient groups to Witt groups
(no. 3), by using the fact that the group G is isogeneous to a product of
Witt groups (cf. chap. VII, §2).
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11. Invariant differential forms on an algebraic group

If X is a non-singular algebraic variety, we write T x for the fibre space of
tangent vectors on X and T7% for the dual fibre space. Recall {cf. chap. II,
no. 7) that Tx is defined by the condition that the sheaf S{(T% ) of germs
of sections of T% be isomorphic to the sheaf Qy of differentials D;(Op)
of the local rings of the points of X.
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If f : X Y is aregular map from the variety X fo the variety Y (X and
Y being supposed non-singular), f defines a homomorphism Oy — Ox,
thus, passing to differentials, 2 homomorphism

$y ~— Ly

But, in general, if £x and Ey are vector bundles over X and Y respec-
tively, every Uy -linear homomorphism from S(Ey) to S(Ex) corresponds
to a homomorphism of the fibre space E} to B} compatible with f, and
conversely; this can be Immediately checked by using local coordinates.
Appiying this fo Ex = Ty and By = T3 we see that f* defines (and is
defined by} a homomorphism

df : Ty — Ty
called the tangent map to f. Thus, by definition

(df (£),w) = (&, f*(w)),

if t € Tx{z) andw € TL(y), with y = f(z) (we write E(z) for the fibre
over the point z of the fibre space E).

In other words, Tx is a covarianf funcier in X. It also enjoys the
following property: if X and Y are two non-singular varieties, the canonical
map Txxy — Tx X Ty is an isomorphism (indeed, the existence of the
mjections X — X XY and Y — X x Y shows that this map is surjective,
and as the two fibre spaces have the same dimension, it is an isomorphism).

These elementary properties will suffice for us. First consider a map

h: X XY — Z, and, for every y € Y, write hy for the partial map
z — h{x, y). We have:

Lemma 8. Suppose that X, Y end Z are non-singular. The map

(t:y)”"*dhy(i)s ter:{‘x: erI
ts then a regular map from Ty XY fo Tz.
Proo¥r. Indeed, this map factors as

Tx XY - Tx X Ty = Txxy — Ty,

whe?e Txxy — Tz is dh, while Ty xY — Tx X Ty is the product of
the identity map of Tx and the map from Y to Ty which maps y to 0y,
the 1dentity element of Ty (y). (]

Now let G be an algebraic group; if ¢ € G, write p, for the left translation
# — g.z. It is an automorphism of G (as an algebraic variety). It follows
that dpy : Tg(z) —» Tg{g.z) is an isomorphism for every ¢ € G. If
t € Te(z), we will write g.t instead of dp,{(£). According to the preceding
lemama, g.t is a regular function of g and ¢. In particular, let {f1,...,%,}

be a basis of Tg(e) where ¢ is the identity element of G. For each i, the.

map g — g.t; is thus a regular section of the fibre space T, and the g.¢;
form a basis of Tg{g) for all g € G. In other words:

' .
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P;?Gpﬂsitiﬂn 16. The space Tg of tangent veclors fo the n-dimensional
algebraic group G is a irwvial fibre space, admitting for a frame n vector
fields g.t; which are invariani by left translation.

Passing to the dual fibre space Ty we get:

Corollary 1. There exisis a frame of TS formed by n lefi-invariani dif-
fereniial forms w;.

Now let f : G — G’ be a homomorphism from the group G to the
group G'; if 5(G) (resp. s(G')) denotes the k-vector space of left-invariant
differential forms on G (resp. on &), then f*(w) € s{G) for every form
w & s{(G). With these notations:

Corollary 2. Suppose that f : G — G’ is surjective. In order that the
algedraic grouy structure of G' be the quotient of thet of G, 4t s necessary
and sufficient that f* : s{G') — 5(G) be injective.

Proor. After replacing G by a quotient, we can suppose that f is bijective;
we can also suppose that G and & are connected. Let K/K’ be the field
extension corresponding to f. Since f is bijective, it is a purely inseparable
extension; thus f is an isomorphism if and only if /K"’ is separable. But
one knows (see the criterion of separability of [11], exposé 13} that f is
separable if and only if the tangent map to f is surjective on a non-empty
open of G in view of cor. 1, this condition is equivalent to f* : 5(G') — 5(G)
being injective, as was to be shown. (]

Corollary 3. Suppose that f : G — G’ 5 injective. In order that the
algebraic group structure of G be induced by that of G' it 15 necessary and

sufficient that f* : s(G'} — s((G) be surjeciive.

Proor. After replacing G’ by a subgroup, we can sﬁppase that f is bijec-
tive, and we are then reduced to the preceding corollary. [l

One could go further and define the adjoint linear representation of G,
bi-invariant differential forms, the p-th power operation on the Lie algebra
(in characteristic p), etc. None of this presents any difficulties, We limit
ourselves to making explicit a property which was used in the proof of
proposition 10:

Proposition 17. Let f and g be two regular maps of an algebraic variely X
to a commutative algebraic group G. If w denotes an invariant differential
form on G, then

(f +9)"(w) = F{w) + g"(w).
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Proo¥F. Denote by pry and pr; the two projections of the group GXGto G
and put p = pri-+pra. Since G is Abelian these maps are homomorphisms
and the differentials p*(w), pri{w) and prj(w) are invariant differentials on

G X (. Since at the identity element of G x G we evidently have
p (w) = pri(w) + pra{w),

this equality is true everywhere. Let (f,g) : X — G X @ be the map defined
by the pair (f,g). Then P e

f=pri0o(f,9), g =prao(f,g), fH+g=po(f g),

whence
(f+9)"w)={f,9)p" W)
= (f,9)" pri(w) + (f,9)" pri(w)
= M w) + g (w). (3

12. Quotient of a variety by a finite group of automorphisms

Let V be an algebraic variety and let B be an equivalence relation on
V. Denote by V/RE the quotient set of V by Rand let § : V — V/R

be the canonical projection from V to V/R. We give V/R the quotient -

topollogy, where V has the Zariski topology. If f is a function defined in
3 nezghi?orhood of w € V/H, we say that f is regular. at w if fo 8 is
r?gula,r in a neighborhood of #7!(w). The functions regular at w form a
ring E’?W rw and thus we get a subsheaf Ovyr of the sheaf of germs of
functions on V/R. If the topology and the sheaf above satisfy the axioms
for an algebraic variety [axioms (VAr) and (VArr) of FAC, no. 34] we say
that the algebraic variety V/R is the quotient variety of V by R. The
regular maps of V/R to an algebraic variety V' are then identified with the
regular maps from V to V' which are constant on the classes of B. The
structure of algebraic variety on V/R is thus the guotient of that of V. in
the sense of Bourbaki, Ens. IV, §2, no. 6. :
All this applies in particular to the case where R is the equivalence
relation defined by a finite group g acting on V. In this case, we write Vig

instead of V/R. We propose to show that, using a very broad hypothesis,

V/g 1s in fact an algebraic variety. We first will study a particular case:

P'rapositiﬁn 18. Suppose that V is an affine variety with coordinaie
ring A. ?j?wn V/g s en effine algebraic variely whose coordinate ring is
neturelly identified with the subring A of elements of A fized by g.

ProoF. The ring A is a k-algebra which is generated by a finite number of
elements x;,...,2,. These elements are integral over A%, as the equation

b e e ac'v-wvw,lrﬂf'fmr,{."?_"rﬂ.""‘:"‘*‘-‘*"“""I".’W"l"."‘l""'"‘W*‘**W'WMWJWT'H"*‘R?W?IM
”
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of integral dependence
H (z—2")=0
veg
shows. 'The following lemma then shows that A? is a k-algebra of finite

type:

Lemma 10. Let A be an algebra of finite type over a commutative Noethe-
rian ring k and let B be a subalgebra of A such that every element of A s
integral over B. Then B is a k-algebra of fintte type.

ProoF. Let z;, 1 < i < n, be generators of the algebra A; each of
these elements satisfies an equation of integral dependence over B, say
fi{z;) = 0. Let by,...,b be the coefficients of the these equations and
let ¢ = k[by,...,b.] be the subalgebra of B generated by the b;. The x;
are integral over C and generate A; this implies that A is a C-module of
finite type. But C is Noetherian. Thus B, which is a C-submodule of A,
can be generated by a finite number of elements y1,...,Ym, and we have
B=kby,...;5-,91,-..:Ym), as was to be proved. [

We now refurn to the proof of proposition 18.

As B has no nilpotent elements, there exists an affine variety W whose
coordinate ring is B. The inclusion B ~» A defines a regular map 6 : V —
W which is surjective (because A is integral over B) and invariant by g.
Further, if v and v’ are points of V which are not equivalent modulo g, one
can find f € A such that

F)=0 and f(v'7)=1

for every o € g. The funciion F = [] f¢ then belongs to A® and satisfies
F(v) = 0, F(v') = 1, which shows that §(v) # 6(+'). Thus ¢ identifies the
quotient set V/g with W. We check that the strucure of algebraic variely
on W is in fact the quotient of that of V. First of all, the topology of W is
the quotient topology of ¥: indeed, it suffices to see that, if V' 1s closed in
V, 6(V*) is closed in W. But, if V' is defined by the vanishing of fanctions
fi € A, it is clear that 8(V”) is defined by the vanishing of F; = [1,., f7,
which indeed belong to A?. Finally, if g is a function invariant by g and
regular on a saturated neighborhood of v € V', g can be written in the form
a/s, with a € A, and s # 0 on the orbit of v. After replacing s by 5 = I1s%,
we can assume that s € A%, whence a € A9 (at least if V is irreducible—
otherwise, the argument must be modified in the obvious way). This shows
that g is of the form ¢’ 08, with g’ regular in a neighborhood §(v); the local
rings of W thus coincide with those of V/4g, as was to be shown. (3

Corollary.
a) If g and ¢ act on affine varieties V and V', then

(Vx V) /(gxg)=V/exV'/g.
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b} IfV is irreducible, the same is true of V/g, and
k(V/g) = k(V)5.
¢} IfV is normal, the same is irue of V/g.
PROOF. Assertion a) is equivalent to the formula
(A @ A)S% = A% @y A"

which is in fact valid for any vector spaces 4 and A'.
Assertions b} and ¢} follow from the classical formula

A% = A k(V)R.

We leave the details of these verifications to the reader. (]

Proposition 18, Let g be ¢ finite group acting on an algebraic variety V

and suppose that every orbit of g is contained in an affine open of V. Then
V/g is an algebraic variely.

Proor. If S is an orbit of g, there exists an affine open U containing S;
putting U = (U7, the open U’ is an affine open which s mvariant by g
and still contains S. Cover V' by such opens U, and let U; = U!/g be their
mmages In V/g; the U; are affine opens, by virtue of prop. 18. The axiom
(VAy) of algebraic varieties is thus satisfied. It remains to check {VA%,),

in other words that Ay g ([ YU: x Uj) is closed in U; x U; (Aysr denoting -

the diagonal of V/R). But this set is the image of Ay ﬂ(U{ X Ul}) by the
canonical projection

Ui x Uj = Uy x Uy = (U] x U}/ (g x 8)

(cf. the preceding corollary); as V is an algebraic variety, Ay (YU! x UY)
15 closed and the same is true of the preceding map, which finishes the
proof. (1

Ezamples. 1) The condition of prop. 19 is always satisfied if V is a locally

closed subvariety of a projective space Pr(k). Indeed, let S be an orbit of

g and let V be the closure of V in P,(k); the set F = V — V is closed
and does not meet S. We can thus find a homogeneous form (zg,...,z,)
vanishing on F and not zero on the points of 5. The set U of points of V

where @(zo,...,%,) # 0 is then an open of V satisfying the condition (cf.
FAC, no. 52).

2} The same is true when V is a group variety G. Indeed, suppose at first
that G is connected and let g; be the points of the orbit S considered. If
Us is a non-empty affine open of G, the intersection of the g7 'y is not
empty; let ¢ be an element of this intersection. One immediately checks
that U = Ugg™' answers the question. The case where G is not connected
can be reduced to the preceding case.

. ' oo e
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(Note that in fact Barsotti [3] has proved that every algebraic group can
e embedded in a projective space; the same result holds for homogeneous

© gpaces a,{:{}ﬁfdiflg to Chow [}'9]‘)

3) However, Nagata [58] has constructed an algebraic variety ¥ on which
the group G = Z/2Z acts where the quotient V/g is not an algebraic
variety.

Remarks. 1) In view of its local character, the corollary to proposition 18
remains valid for (not necessarily affine) varieties which satisfy the condi-
{ion of proposition 19,

2} Let k' be a subfield of k and suppose that V is given the structure of
k'-variety {embeddable in a projective space, to fix ideas). If the actions of
g are defined over %', then V/g can be given, in a canonical way, a structure
of k'-variety. This can be seen immediately by reducing to the afline case
and using the evident formula

(A' @p k) = A" @ k
valid for every k’-vector space A’

3) It is perhaps worth mentioning that one of the “intuitive” properties of
quotients is not true: if V' is a subvariety of V stable by g, the quotient
variety V’/g is not necessarily identified with a subvariety of V/g (the map
V'/g — V/g is purely inseparable, as we will see an example of in no. 14).
However, this is always true in characteristic 0, or if g acts without fixed
points.

13. Some formulas related to coverings

Although we will need these results only in the case of curves, we prove
them for varieties of arbitrary dimension, which offers no extra difficulties,

Let X’ be a non-singular irreducible variety, let F* = k{X') be its field
of rational functions, and let F/F’ be a finite algebraic extension. Denote
by X the normalization of X' in the extension F/F' (cf. for example {11},
exposé 7, or [81], chap. V); it is an irreducible normal variety, endowed
with a projection g : X — X'; one has &(X) =

Let P’ ¢ X'; the points P ¢ X mapping to P’ are finite in number. Since
P! is simple on X, intersection theory applies and permits us to define a
multiplicity ep, Whence acycle g (P =3 p_ . perP. We recall rapidly
the definition of the infeger ep:

Let A and A’ be the local rings of P and P’; then A’ C A. The maximal
ideal m’ of A" generates a primary ideal m'A in A and

ep = es(m’A) = the multiplicity of the ideal m'A in A,
in the sense of Chevalley-Samuel [T0].
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One can also show that ep is equal to the alternating sum of the dimen-
sions of the k-vector spaces Torf‘f(A, k}; this is o particular case of the “Tor
formula”. :

In the case of curves, 4 and A’ are discrete valuation rings, and ep is
equal to the ramification index of the corresponding valuations.

Now let L be a normal extension of F' containing F', and let g be the
group of F'-automorphisms of L {cf. Bourbaki, Alg. V, §10, no. 9); let § be
the subgroup of g formed by automorphisms fixing all the elements of F.
If Y is the normalization of X’ in L (or that of X, it is the same thing),
there are projections

v axtox

The group g is a group of automorphisms of Y.

Proposition 20. For every P € X, we have g~ (g(P)) =[F : F'; S 7o
0i{Q), where Q € Y is suck that n(Q) = P and where the o; denote
representatives in § of the elements of g/5.

(Recall that [F' : F'}; denotes the inseparable part of the degree of F/F)

PROOF. Let P’ == g(P) and let A = go =, First we determine the cycle
h~1(P’). 1t is a hnear combination 2oseg Pe0(Q); as the o are automor-
phistas of Y compatible with A, the n, are equal to the same integer n.
The projection formule (cf. [70], p. 32) shows that A(A~Y(P")) = [L : F']P’,

whence deg(h™'(P')) = [L : F'] which determines the integer n. Rernark-

ing that [L : F'] is equal to the product of [L : F']; by the order [g] of g,

we get
N PY =L P Y 0(Q).
c€g
If we now apply the projection formula to 7, we get
w(h™H(P)) = [L : Flg~'(P"). (*)

But the sum ), . o(Q) can be written ... 5=, & 0 0;(Q), and since
roa =7 for all @ € B, we have '

w(h=(P")) = [L : F'};.[B]. Z 7o i(Q).
As[L:F|={L:F).[6) and [L : F'}; = [L : F);.[F : F'};, we finally get
w(h"'(P")) =[L: FI[F: F'}.) woa(Q) (**)

and the proposition follows by comparing (*) and (**). J

Remark. Suppose that the covering g : X ~ X’ is separable, ie., that
[F': F'; = 1. If f € k(X), one then has the following formula, analogous
to that of prop. 20:

('I‘rgf)c:farmeo?rom-.
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The same formula is valid for differential forrns (for one writes them
5 fiw] with f; € MX) and w] a differential form on X’ and applies the

~ formula to the functions f;).

14. Symmetric products

Let X be an algebraic variety; in this no. and the following we suppose that
every finite subset of X is contained in an affine open (cf. no. 12). Then
let n be an mteger > 1 and denote by &, the symmetric group of degree n:
letting &, act on X by permuting the factors, the pair (X", Sy,) satisfies
the conditions of proposition 19. The quotient X™ /S, is thus an algebraic
variety called the n-fold symmeiric product of X, which we denote by X (™).

By the very definition, a point M € X can be identified with a formal
Sum ) pey np P withnp > 0and 3 np = n, in other words with a positive
cycle of dimension § end degree n. When X is a projective variety, one
easily checks that X{™} is isomorphic to the variety of “Chow points” of
the cycles in question.

If X is irreducible, the same is evidently true of X(™): similarly for X
normal. If X is a nom-singular curve, X is non-singular. This can be
seen either by determining explicitly the completions of the local rings of
X or by first treating the case where X is a projective line {in this
case X(®) = P, (k), which is non-singular} and using the fact that every
curve 1s a covering of a line and that one can require this covering to be
non-ramified at given points. However, if X is a variety of dimension > 2
and if n > 2, the symmetric product X(?) always has singularities.

Sending every point P € X to the point of X{™) corresponding to the
cycle nP, we get an injective map 6, : X — X (), This map is regular,
since it is the composition of the diagonal map X — X™ with the canonical
projection X? — X"} In view of the definition of the topology of X (™),
it is even a homeomorphism from X to a subvariety of X_{”“}. When n
is prime to the characteristic p of the base field, one easily sees that this
homeomorphism is biregular. This is not true in general, as the following
proposition shows:

Proposition 21. Ifn = p™ with m > 0, the sheaf of functions induced on
§:(X) by the regular functions of X™ coincides with the sheaf of p™-th
powers of Ox transporied by &,.

{Let X, be the algebraic variety obtained by giving X the sheaf of p™-th
powers of the regular functions of X'; the proposition means that 6, defines
a biregular isomorphism from X, to §,(X), with the structure induced by
that of X(™)) '

ProoF, The question being local, we can assume that X is affine. Let 4
be the coordinate ring of X'; that of X” is the n-th tensor power of A, call
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it A,, and that of X(?) is the subring of A, formed by elements invariant
by the group &,. We are thus reduced to proving the following result:

Lemma 11, Let A be a commutative algebra over a feld k of characteristic
pand let n = p™ be any power of p. Lel Ap = A® - QA (n times) and
let B, be the subalgebra of An formed by elements invariant under the
symmetric group S,. Let u: Ap — A be the homomorphism defined by the
formaula

(a1 ® - ®an) = ay ...a,.

Then u{Bg) =k.A" and u(B,) = A" ifk is perfect.

(By abuse of notation, we write A" for the set of elements of A which

are n-th powers; since n is a power of the characteristic, this is a subring
of A.)

FROOF. As u(a ® --- ® a) = ¢", we have u(B,} D A", and since u is
a homomorphism of algebras, this mmplies that «(B,) O k.A®. We show
conversely that w(B,) C k.A™. Let o; be a basis of 4. The products
& = 8 © - @ ay, form a basis of 4,. Let ¢, be the subgroup of &,
formed by permutations leaving o fixed and put (as usual in the theory of

symmetric functions)
S(a) =) ai(a)

the o; running through a systems of representatives of &, /t,. It is clear

that the S{a) form a basis of B,, and it will thus suffice to prove that
u(S{a)) € A" for all . But

u(S(a)) = nea, ... 0, with N = (8h 0 ty).

So we distinguish two c¢ases:

1) @i, =---0;, = a, whence t, = S,, and u(S(a)) = a™.

i} The a;, are not all equal, in which case ty is a product of symmetric:
groups of degrees < n = p™. The index of £, in S, is thus divisible by
p- Indeed, otherwise a p-Sylow subgroup of f, would also be a -Sylow
subgroup of §,. But S, contains a cyclic subgroup of order p™, while ¢,
evidently does not contain it; thus there is a contradiction. Since p divides
(8n 1 ), u(S(a)) = 0, which finishes the proof. O

15. Symmetric products and coverings

Let ¢ : X ~s X' be a covering satisfying the hypotheses of no. 13; the
variety X' is thus irreducible and non-singular, and the variety X is its
normalization in a finite extension F/F’ of its function field. For every
P’ € X', the cycle g=1(P’) is defined; its degree r is equal to [F: F'] and
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so one can consider it as an element of the symmetric product X'}, which
we will denote by g*(P’).

Proposition 22. The map g* : X' — X (*) is everywhere regular.

PrOoF. Put n = [F : F']; and s = [F' : F']; so that ns = r. The inﬁeger
n is equal to a power P of the characteristic. We are golng to b?gm 1’_}}'
constructing a certain normal extension L of F' containing F, which will

pernut us to apply proposition 20. . '
Let F” be the largest separable extension of F' contammed in F and let

G be a Galois extension of F’ containing F’ (see the diagram below).

FH’

F?
We take L = GP . The map ¢ — 2P shows that L is a Galois

extension of [/ = F'® having the same Galois group g as the extension .
G/F’. It is thus a normal extension of F”. Further, since

(F:F);=[F:F'=p",

we have F C F"* ¢ L. . ' :
Let Y (resp. Y') be the normalization of X’ in the extension L/F” (resp.

L'fF"). The projection h: Y — X' factors as ¥ — X . X' and ?,Isa a5
Y — Y — X' By construction, Y' = Y /g and X' = Y, (we write Y
for the variety obtained by giving Y’ the sheaf of p™-th powers of ifs local
rings, <f. no. 14). '
Now we apply proposition 20: if § denotes the subgroup of g associated
to the field F' and if the oy are representatives in g of the elements of g/b,

then

IS
7P = Y 0 0i(Q)

=1
We leave aside the factor p™ and consider the map Q@ — 3 7o 0:(Q). It
is a regular map from Y to the symmetric product X{*}: indeed, we can
factor it by regular maps Y — Y* — X* — X*). Furthermore, this map
is invariant by g: it thus defines by passage to the quotient a regular map
a:Y/g=Y" — X0 Put Z = X} and let Z,, be the variety obtained
by giving Z the sheaf of p™-th powers of its local rings. The map « defines

with A(Q) = P’
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a regular map am : Y, = X’ - Z,. On the other hand, proposition
21 applied to Z furnishes a regular map 8, 1 Zm — Z), The variety
Z(n) (X (’)){“} 1s the quotient of X7 — xr by a subgroup of §,: thus

- ¥ . ers
there is a canonical projection (X)) L x(r Forming the composition

Om i
X' =2 Zn =25 (XN 2, (0

we get a regular map, and proposition 20 means that this map coincides
with g*. L

Remarks. 1) The hypothesis that X is non-singular was only used so that
g~ (P') makes sense. Indeed, if g : X — X’ is any covering (X and X’
being normal varieties), one can define g HP), for P g X, by the formula,
of proposition 20, and the proof that we gave again applies.

2} In the case of curves, F' = F#? m, which slightly simplifies the proof.
In any case, there are essentially two cases to consider: the separable case,
which can be treated immediately by Galois arguments, and the purely
inseparable case, which follows from proposition 21.

Bibliographic note
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“Chevalley’s theorem” cited in no. 7 was proved by Barsotti [4] and
Rosenlicht {66]. Chevalley himself never published his proof, The decom-
position of a commutative connected linear group into a, product of a torus
and a unipotent group (prop. 12} is due to Kolchin [46]; see also Borel (9].
It would be interesting to avoid these structure theorems, as one can do in
characteristic 0.

‘Tangent vectors and differential forrms are treated in general in the lit.
erature from a “birational” point of view, which is insufficient. We limited
ourselves to giving some elementary results that we needed; see also Rosen-
licht [67].

‘The quotient varieties V/g can be defined, in the normal case, using
“Chow points.” For the general case see [T7] where there are also some
other results on local rings.
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§3. Auxiliary results

;I‘he relations among symmetric products and cove?*ings are nearly equivh-
alent to the “symmetric functions theorem” of Weil ({89}, §1). In bot

cases, the essential point is lemma 11.



CHAPTER 1V

Singular Algebraic Curves

The principal goal of this chapter is to prepare for the construction of
generalized Jacobians which is the object of the following chapter. Some
of the results have their own interest because of their applica,tions: to the
theory of surfaces.

Here again we do not treat questions of rationality, and we assume that
the ground field & is algebraically closed.

§1. Structure of a singular curve

1. Normalization of an algebraic variety

We begin by rapidly reviewing the construction and elementary properties
f"’f the normalization of an algebraic variety. For more details, the reader
18 refered to the Cartan-Chevalley seminar [11] or to Lang [51}.

| Let X7 be an irreducible algebraic variety, let ¢ be the sheaf of its local
rings, and let K = k(X') be the field of rational functions on X’. For every
pomt ) € X' we denote by Og the integral closure of O in its field of
fractions K. If U’ is an affine open in X’ and if A’ = HYU', O is the
corresponding coordinate ring, the integral closure 4 of A’ in j:{ is an A'-
m_odule of finite type, corresponding to a normal affine variety U endowed
with a canonical projection p: U — U, By glueing the varieties U we get
2 normal algebraic variety X which is called the normalizetion of X': one
immediately checks that, for every Qe X, 0= ﬂp_*Q Op Where’ Op
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denotes the local ring of a point P € X mapping to @ {these points are
finite in mumber). The sheaf O on X’ is thus the direct image p.(Ox) of
the sheaf Ox of local rings on X.

The annihilator ¢ of the sheaf of modules O/0 is called the conductor
of @ into @'. It is a coherent sheaf of ideals on X’ and its variety S° is
the set of points of X’ which are not normal. Putting S = p~1{(9"), the
projection p is a biregular isomorphism from X — S to X' — 5. I Q is
a point of X', the local ideal cg is the set of f € Oy such that g € Og
mmplies fg € Of; one can also say that ¢g is the largest ideal of Of which
is an ideal of Og. There are inclusions

OgDk+tg D0y Dk+cq (1)

where to denotes the radical of the semi-local ring Og, in other words the
set of f € Og which take the value ( at all the points P mapping to Q.

2. Case of an algebraic curve

If X and X' are algebraic curves, the sets S and § have dimension 0, in
other words they are finite subseis of X and X’. Furthermore, the set S’
is nothing other than the set of singuler points of X': indeed, one knows
that, if ¢ is an integral local ring of dimension one, the conditions “o is
integrally closed” and “o is regular” are equivalent.

The coherent sheaf O/ is concentrated on §'; it follows that, for every
Q € X', dim(0q/0%) < +00. We put

o = dim(0g/04), Q€X' (2)
It follows from the preceding that:

Proposition 1. The integer §g is > 0 if and only if Q@ is a singular point
of X7.

Note that 6g is tmvariant under completion: _

b = dim(OQ/Ob). (3)
This is immediate from the fact that 0g/0y; is finite dimensional.

It follows from (3) that two singular points which are “analytically iso-
morphic” (that is to say which have the same completed local ring) have
the same bg; in other words, ég is an enalylic inverwant.

The fact that Og/0% is a finite dimensional k-vector space implies that
the same is true of Oy /¢q, thus also of Og/cq. Thus the ideal ¢ contains
a power tg of the radical r¢ of Og, and the inclusions (1) give mclusions

k419 D0 Dk+ 5. (4)



60 IV. Singular Algebraic Curves

Remark. Al of this is valid for an algebraic variety of any dimension, under
the hypothesis that the set of its non-normal points is finiie.

3. Construction of & singular curve from its normalization

In the preceding no., we started with X’ to construct X; we are now going
to go in the opposite direction.

Let X be an irreducible and non-singular algebraic curve, let O be the
sheaf of its local rings, and let K = k(X). We give ourselves a finite subset
S of X and an equivalence relation R on S; if §' = S/R, we will define
X" as the union of X — 8 and 5. Thus there 1s a canonical projection
p: X =X Qe X, weput Og =()p_ o Op and we denote by tg the

radical of Ogy. We also give ourselves, for each @ € ', a subring O of |

Og, distinct from Oy, satisfying the inclusions (4) for at least one infeger
n. Jf Q€ X' — 5, we put Oy = Og. The Oy form a subsheaf O’ of the

sheaf of functions on X' {we endow X’ with the topology where the closed
subsets distinet from X’ are the finite subsets).

Proposition 2. The sheaf O endows X' with e siructure of algebraic
curve having X for its normalization end S’ for ils set of singular poinis.

PROOF. We are going to show that, if X is an effine curve, the same is

true of X”; the general case will follow immediately from that {cover X by

affine opens).

Thus let A be the coordinate ring of X; for every P € X, let ap be
the maximal ideal of A formed by functions zero at P. Let 4’ ¢ K be the
intersection of the O for @ running throngh X'; evidently 4’ C 4. On
the other hand, denoting by ¢ the intersection of the ap for P ¢ S, the
conditions (4) show that A’ contains & +t7, for n large enough. As ® has
finite codimension in A, the same is true of A’; thus 4 is an A" module of
finite type, and A is integral over A’. 1t follows (chap. I1i, no. 12, lerama 10)
that A’ is a k-algebra of finite type, corresponding to an affine algebraic
variety Y. As A is the integral closure of A’ in K, there is a canonical
projection ¢ : X - Y which makes X the normalization of Y.

It remains to see that Y Is isomorphic o X’. First of all, let P; and P
be two points of X having the same image @ in X'; these points correspond
to homomorphisms ¢; : A — k {{ = 1,2). Putting tg = (|p_,, ap, the
homomorphisms o1 and 2 vanish on tg, thus coincide on & -+ tg and a
fortiori on A’ according to (4). As the points of Y correspond bijectively
to the homomorphisms A4’ — &k, it follows that P; and Py have the same
image in Y. Conversely, suppose that P4 and P have distinct images Q1
and @ in X’. From the fact that the ideals ap are maximal ideals of A,
one can, according to an elementary result, find f € A such that

{fEGmOd ap P —

5
f=lmodap P—-Qrorif PeSand P Q. (5)
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The formulas (4) show that f € 4', and as f(P) = 0 and f(F) =1,
the points P; and P» have distinct images in Y.

Thus the canonical map X — X' defines by passage to the quotient a
bijection X' — Y. We must now show that, identifying X’ and Y by means
of this bijection, the sheaves ¢ and Oy coincide. The inclusion Oy C O
is evident. Thus let f € O, Q € X', we show that f can be written In
the form

f=a/b with ac A, bec A, W(P)#0iH{FP Q. (6)
Since f € Og = ﬂPMQ Op in any case

f=c/d with c€ A, de A, dPYA0HP Q. (7
One knows that there exists ¢ € A such that

{tzd““1 mod ap if P - Q
t=0 modap i PecSand PAQ.

The product td belongs to Ok for every R € 5/, whence td € 4/, and
td(P) = 1 for P - @; similarly, fc belongs to Of for all R € S’ distinct
from ). On the other hand, f = ci/dt, and f € Oy by hypothesis; we
deduce that ct € Oy, and ct € A'. If we put a = ¢t and b = di, the
conditions (8) are indeed verified, which finishes the proof. [

Remark. The situation studied above is analogous to what one encounters
in arithmetic when A is the ring of integers of an algebralc number field K
and A’ is an order of K, that is to say a subring of A having K as its field
of fractions. Here again, one has a conductor ¢ of A into A’, the annihilator
of the A’-module A/A’; the prime ideals of A’ which enter into ¢ play the
role of singular points.

4. Singular curve defined by a modulus

Let X be a complete, irreducible, non-singular curve and let m = ) npP
be a “modulus” on X (cf. chap. lII}). We exclude the trivial case m =0, as
well as the case where m = P, and thus we suppose that deg(m) > 2.

Let S be the support of m, in other words the set of P € X such that
np > 0. We take for S’ a set reduced to one point @, and we put X' =
(X — S)U {Q} (X' is thus obtained from X by putting the points of §
together into one). If ¢o denotes the ideal of Og formed by the functions
f such that f = 0 mod m, we put -

bik—]—ccz, (9)

One then immediately checks that all the conditions of no. 3 are satisfied
(Op # Og because of the hypothesis deg{m) > 2). The singular curve
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associated to this data will be denoted X. It admits Q as its unique
singular point and

bg = dimOg f{k+ cg) = dimOg /¢y —~ 1 = deg(m) - 1. (10)
The ideal cg is nothing other than the conductor of Og into Og.

Ezamples. a) m = 2P. The map p : X — Xu being bijective, we can
identify X and Xw. For Q # P, Op = Og and Op is the subring of Op
formed by the functions whose derivative vanishes at P. The completion
of O% is thus the subring of k{[t]] generated by 2 and t3. The curve X, is
analytically isomorphic at P to the curve y? — 2% = 0; one says that it has
an ordinary cusp.

b) m = P+ P, with P, # P,. Here X, is obtained from X by identifying
Py and Ps; the local ring Og of the point @ thus obtained is formed by
rational functions on X which are regular at P and Py and which take
the same values there. The curve is analytically isomorphic at Q to the
(reducible) curve zy = 0; one says that it has a double point with distinct
tangent directions or an ordinary double point,

$2. Riemann-Roch theorems

5. Notations

Beyond the hypotheses of no. 2, we will suppose that the curve X (thus
also the curve X') is complete. We then know that X is a projective variety
(cf. chap. II, no. 1); moreover, the same argument shows that X’ is also a
projective variety, but we will not need this fact.

We denote by g the genus of X and we put

5= ), 6 (11)
QEs’
7T =g- 9. (12)

Let D be a divisor on X prime to S; it defines a sheaf £{D) on X, <f. 11.6.
Simce X ~ S is biregularly isomorphic to X’ - §', we can transport this
sheaf to X' — S5’ and complete it by Oy for Q € 5'. Thus we get a subsheaf

L'{D) of the constant sheaf K on X', and by definition
O, if Qe

L(D)o if Q¢S (13)

rione- |
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I'Ey analogy with the case of a non-singular curve, we put
L'(D)y = HO(X',£'(D)), I'(D)=H'(X',L(D))
(D) = dim L'(D), /(D) = dim I'(D).
From the fact that the sheaf £'(D) is locally isomorphic to (', it is a
coherent sheaf, and these cohomology groups are finite dimensional (this

also follows from the proof of thm. 1 below).
In the particular case where X’ is the curve Xn associated to a modulus

m (cf. no. 4), we will write Ln(D), In(D), lu(D), and in(D) in place of
E(D},... ete.

6. The Riemann-Roch theorem (first form)

Theorem 1. For every divisor D prime to S,
V(D) (D) = deg(D) + 1 - 7. (16)

ProoF. Put x'(D) = I'(D)—#(D). The argument of chap. II, no. 4 (based
on the exact sequence of cohomology) shows that

x'(D+ P)=x"(D)+1

for every P € X' — 9. As the same formula holds for the expression
deg(D) + 1 — m, we are reduced to proving thm. 1 in the particular case

where D == 0.

In this case, we have £/(D) = (’, and everything comes down to showing
that the Euler-Poincaré characteristic x(X’,0") of O is equal to 1 —=. But
the sheaf (' is a subsheaf of @ which is the image of the sheaf of local rings
of X (cf. no. 1). From this, we deduce the exact sequence

020 —-0—0/0 -0,
whence
(X', 00 = x(X,0)— x(X',0/0').
The sheaf O/0' is concentrated on the finite set §; it follows that

(X', 0/0) = dim HYX',0/0)= Y 0q/0h =8.
Qes’

In view of the definition of m, everything thus comes down to proving
that
X(X!:O) =1- g-
But since g is the genus of X, we have x(X,0x) =1-y, cf. chap..II.
Theorem 1 will thus be proved when we have established the following
result:
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Lemma 1. If an algebraic variety X is the normalization of an algebraic
veriely X', then HI(X,0) = HIX',0) for all ¢ > 0.

ProorF. For ¢ = 0, H9(X’,0) is equal to the set of rational functions
f € k(X) which belong to all the Og, Q@ € X'. As Og = [p.,o Op, it is
also the set of f € k(X) which belong to all the Op, P € X, whence the
equality to prove:

HY(X',0) = H°(X, 0). (17)-

Now let ' = {U!} be a cover of X’ by affine opens, and let i be the
cover of X formed by the U; = p~H(U!). In view of the construction of X,

the U; are afline opens and we have
HIX',0)=F4W, 0) and HYUX,0)=HYY O0).

But applying (17) to the varieties U] (U}, {1---(1U] and to their nor-
malizations Ui, (Ui, (- - - () Ui, we see that the canonical homomorphism
C(W', 0y — C(&, O) is bijective (we denote by C(i, O) the complex asso-
ciated to the cover i and the sheaf O, ¢f. FAC, no. 18); it is thus the same
for the homomorphisms H¢(M', O} — HI(Y, O), as was to be proved. I

Corollary, 7 =i{0) = dim HY{X’,O).
PrROOF. We apply formula (16) to the divisor D = 0, taking into account

the fact that U/(0) == 1. 1.

Ezample. Let k' be a.subfield of &, and let F/ be a “function field in one
variable” over &’; we mean by this that F" is a regular extension of &’ (in the
sense of Weil [87], chap. [} of transcendence degree 1 over &'. A projective
algebraic curve X’ corresponds to this field; it is defined over &/, irreducible
and k' -normal. By extension of scalars to &, one can also consider X’ as a
curve defined over &, which is no longer necessarily normal (that is to say
non-singular). The preceding corollary, together with an argument using
répartitions analogous to that of chap. II, no. 5, shows that the integer =
attached to the curve X’ coincides with the genus of the extension F’/&
(in the sense of Chevalley {15]). The relation 7 = g+ §, with § > 0 makes
evident the decrease of the genus (ibid., chap. V, §6).

7. Application to the computation of the genus of an algebraic
curve

Suppose that the curve X’ is embedded in a projective space P,. As with
any projective variety, its arithmetic genus p,{X') is defined. Recall {cf.
for example Zariski [102]) that, if x(X’) is the constant term of the Hilbert
polynomial of X’ in P,., by definition

1 pa(X") **_' x(X').
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Proposition 3. p,(X') =7 = g+ 4.

ProoF. Indeed, one knows (FAC, no. 80) that, for every projective variety
X', the integer x{X’) is equal to the alternating sum of the dimensions of
the HY(X',O"). Here we have

dim H (X', 0N =1

since X' is connected, and dim HYX’',0') = =, as we have seen; the
HYX', O, ¢ > 2, are zero. Thus we get x(X'} = 1—=, whence proposition
3 by comparing with the formula defining p,(X’). N

This proposition is interesting because it reduces the computation of the
genus ¢ to the easier {see below) computation of the arithmetic genus 7 and
to that of the integer &, which is purely local. If X’ has only “ordinary”
singularities (double points with distinct tangent directions and ordinary
cusps, ¢f. no. 4), 6 is simply the number of these singular points.

We treat for example the case where X' is a complele iniersection In
P, of r — 1 hypersurfaces of degrees ai,...,a,—1 {this means that the
ideal defined by X' in k[Xo,..., X} Is generated by r — 1 homogeneous
polynomials of degrees ay, ..., ar-1). The computation of the cohomology
group H(X', ') presents no difficulties (cf. FAC, no. 78, where the case
of a complete intersection of arbitrary dimension is treated) and one finds

w:%alag.“ar_lam}»l with a:Za;—-r—-l. (18)

When r = 2, this is the Plucker formula giving the genus of a plane curve

of degree d:

y=zd(d—3)+1-6 (19)

8. Genus of a curve on a surface

Let ¥ be a projective non-singular surface and let X’ be a curve on V.
When V is the plane P, the Plicker formula shows that p,(X’) depends
only on a “numerical” invariant of X', its degree. We are going to see that
this is a general fact.

First we make precise some notations (they are essentially those of Zariski
102], [103]):

If D is a divisor on V, one writes ) ~ 0, and one says that D is linearly
equivalent 10 0, if D is equal to the divisor () of a rational function ¢ on
V.

One denotes by K the divisor of a non-zero rational differential form of
degree 2; it is the canonical divisor of V, and it is defined up to linear
equivalence.
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If Dy and D, are two divisors, one can associate to them an integer,
written [D;.Dy, characterized by the following properties: [y.Ds is bilinear,
is zero if Dy ~ 0 or D ~ 0, and coincides with the degree of the intersection
cycle Dy.y Dy when this is defined (i.e., when D and D have no irreducible
component in common). One has Dy.Dy = Dy Dy,

Lemma 2. If X is ¢ non-singular curve of genus g on V, then
2g — 2= X.(X + K). (20)

Proor. We can find a differential form w of degree 2 whose divisor K
containg X with multiplicity —1; put K = —X + D, with X not figuring
in D. Since w admits X as polar variety of multiplicily 1, the residue
Resx (w) of w along X is well defined: if { is a rational function vanishing
along X with multiplicity 1, we can write w In the form w = dt/{ A a,
and Resy{w) is the restriction to X of the differential form «, which is
of degree 1. One checks that Resx(w) does not depend on the choice of
t. This definition shows that the divisor Kx on X of the form Resx(w)
is equal to the intersection cycle X.v D, and as deg(Kx) = 2¢9 — 2 (chap.
11, no. 9) we deduce that 29 — 2 = X.D = X.(X + K), which proves the

lemma., 1

Now if D is any divisor on V', we write £{D) for the sheaf of germs of
functions whose divisor is locally > —D; if D ~ D, the sheaf £{D) is
isomorphic to the sheaf £{D/).

On the other hand, for every coherent algebraic sheaf 7 on V, we put
x(V, F) =Y (=1} dim H'(V,F), cf. FAC, no. 79. We write x(V) in place
of x(V,0v). With the classical notations (cf. Zariski [102], [103]), one has
x(V) =1+ pa(V).

Proposition 4. For every divisor D on V,
1
X(V, £(D)) = x(V) + 3D.(D - K). (21)

PrRooF. Suppose at first that D = — X, with X non-singular; the sheaf
L(D) is nothing other than the sheaf of ideals defined by X, whence the

_exact sequence .

Passing to Buler-Poincaré characteristics, we get

x(V, £(D)) = x(V) — x{X)

As x(X)=1—g=~2X{X + K), we indeed find the formula (21).

Now we are going to reduce the general case to the particular case we
have just treated. Let F be a hyperplane section of V; applying the results
of FAC, no. 66 to the sheaf L{~D) (or arguing directly}, we see that the
complete linear series | — [ + nF|{ defines a biregular embedding of V into
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a projective space, provided that the integer n is large enough. Taking a
“seneral” hyperplane section in this embedding, we get an irreducible non-
singular curve X,, such that D = nFE ~ X,, that istosay D—~nk ~ ~X,,.
Formula (21) is valid for - X,;, thus also for D —nFE. But the fwo sides of
this formula are polynomials in n: this is evident for the right hand side;
for the left, this follows from an elementary theorem on coherent sheaves
(FAC, no. 80, proposition 3). These two polynomials coincide for n large
enough, thus for all n, and in particular for n = 0, as was to be shown. [J

Proposition 5. Let X' be an irreducible singular curve on V and let
pal{X") = n be its arithmetic genus. Then

1
pa(XN) =1+ EX’.(X’ + K. (22)
PrRoOF. Here again, there is an exact sequence of sheaves

0+ L{=X) = Oy — Oxr — 0,

whence the equality x(V, £(—X")) = x(V) — x(X’}). Applying (21) and
taking into account that x(X’) = 1 — p, (X'}, we find formula (22). .

Ezamples. 1) When V == P, the canonical class K is equal to ~3E, where
E denotes a line; if d is the degree of the curve X', then X’ ~ dF, whence

X' X' =d? and X' K = ~3d. Formula (22) then gives again the Plicker
formula.

2) When V is a guadric {in other words the product of two projective
lines), the divisor class group admits as a basis two generators £, and By
of the different rulings, and X = —2F; ~ 2E,;. Putting X'. £ = dy and
X' Ey = dg, formula (22) gives the formula of C. Segre:

= didy ~dy —dg 1. (23)

One has an analogous formula whenever one has determined a basis for
the group of divisor classes of V' (for numerical equivalence).

Remarks. 1) For every divisor D) on V, put ps(D) = 1+ $D.(D + K); the
integer p.(D) is called the wvirtval arithmetic genus of the divisor D, cf.
Zariski [102]. | |

2} Put I(D) = dim H(V, £(D)); according to the dualify theorem (see
chap. 11, no. 10, as well as [74] and the report of Zariski [103]}, one has
dim H2(V,L(D)) = (K — D). As sup(D) = dim H*(V,L(D)) is always
> 0, we see that formula (21} implies the Riemann-Roch inequality for
surfaces:

{(DY+ UK~ D)> 1+ p(V)+ %D.(D - K. (24)

The Riemann-Roch theorem proper (in the form of Hirzebruch [35] in the
classical case, and of Grothendieck [29] in the general case) is more precise
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than the formula (21): it also says that x(V) is equal to L(K.K + Ky),
where Ky denotes the degree of the “canonical class” of dimension 0 of V.

§3. Differentials on a singular curve

9. Regular differentials on X'

We' keep the hypotheses and notations of nos. 2 and 5. Let w be a differ-
ential form on the curve X, the normalization of X”, and let Qe S'. One

says that w is regular at Q if

>, Resp(fw)=0 forall f €0, (25)
P -

The set of regular differentials at the point Q will be denoted s it is
Og-submodule of the vector space Di(K) of all differentials. If we put

Q_Q: ﬂ .Q.P: (26)
P

'evidenfly )y C 2y, and one checks immediately that the vector spaces
! - - epe

Oo/ ,OQ ‘and $00/Q¢o are put in duality by the bilinear form Y Resp(fw)

figuring in (25).

. Wh:an X' = X4, where m = 3 npP is a modulus on X, condition (25)
Is equivalent to the conditions

Y Resp(w)=0 and wp(w)> —np forall Pe S (27)
PeS

We return to the general case. If Q ¢ &, put 2y = £}, which makes
sense since () can be identified with a point of X. The {2 form a sub-

sheaf Q' of the constant sheaf Dp(K). It is a coherent sheaf (for Q@ and

% /20 are coherent); its sections are, by definition, the everywhere requler
differentials on X’. We are going to give a characterization of them-

Proposition 6. In order that w be everywhere regular on X' it is necessary

and sufficient that Try(w) = 0 for every rational funclion g on X whick is
not & p-th power and whick belongs to all the local vings O, Q € §'.

(For the definition of the trace Trg{w), see chap. II, no. 12.)
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Pﬁoorﬂ. Suppose that w is everywhere regular on X', and let g : X — A be
5 rational map of X to the projective line A. If the differential form Tr,(w)
on A were not zero, it would have a pole X and there would exist a function
h, regular on A in a neighborhood of X, such that Resa(h.Trg(w)) 5 0.
According to the trace formula (chap. II, no. 12},

Resa(h. Trg{w)) = >, Resp(hog.w). (28)
g(P}=A

On the right hand side, the terms corresponding to P ¢ S are zero be-
cause w and hog are regular at such a point; if g belongs to the intersection
of the Ob, the same is true of the sum of the other terms, according to the
definition of a regular differential. The left hand side being non-zero, this
contradiction indeed shows that Tr,(w) = 0.

Conversely, suppose that w is not everywhere regular on X'; we are
going to comstruct a function g : X' —» A and a point A € A such that
Resy (Trq(w)) # 0. We denote by m a modulus suported on 5 and lla,rger
than the conductor ¢; if g = 0 mod wm at all the points F mapping to
Qe S, then g € 0.

First suppose that w has a pole of order n > 1 at a pomnt 5 ¢ S.
Approximation theory for valuations shows the existence of a function g
such that vp,(g) = n—1, g = pu mod m (with g # A = g(F)), and g(P) # A
at every pole of w distinct from Py. We can also require g to have a simple
zero at a given point, which implies that g is not a p-th power. Then

Resx(Trg(w)) = ), Resp(gw).
g(P)=x

By construction, all the terms of the sum on the right hand side are zero
with the exception of the term Resp,{(gw), which is evidently # 0; whence
the desired result in this case.

Now suppose that w is not regular at a point Q € 57, that is to say that
there exists f € Oy with J_p_ o Resp(fw) # 0. Put f(Q) = A; for every
point P mapping to @, let np be an integer larger than or equal to the
coefficient of P in the modulus m, as well as to —vp(w). Then choose a
function g such that vp(f —g) > np if P — @, g = pmod m if P 7L> Q
(with g # X), and g(P) # X at every pole P of w not lying in S. In view
of the choice of m and the np, g € O% for all R € §’; we can also arrange,
as above, that g is not a p-th power. Thus

Res)(Try({w)) = Z Resp(gw) = Z Resp{gw)

g{ P YmA P}

= Z ResP(fw) # 0,

P

as was to be shown. L
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10. Duality theorem

Let D be a divisor prime to §; we will associate to it a sheaf Q'(D) by
putting B
Qi f
Y(D)g={ @ NOES
QD) Q&S

_ Wealso put Q'(D) = H X', Q/(D)). A differential w belongs to Q/(D)
if it is regular at all the points Q@ € 8’ and if it satisfies the conditions

vp{w) > vp(D) for all P ¢ S. When D = 0, we recover the everywhere
regular differentials on X",

Them_'em 2. For every dwisor D prime o0 S, the vector space Q/(D) is
canonically isomorphic 1o the dual of I'(D) = H (X', £'(D)).

Corollary 1. #(D)} = dim Q/(D).

Cﬂorﬂliary 2. The dimension of the vector space of everywhere regular
differential forms on X' is equal to 7. |

PROOF. ‘To prove theorem 2 we will need to interpret /(D) and I’(D) in
the language of répartitions. Let R be the algebra of répartitions on X (cf.
chap. II, no. 5). We denote by R’ the subset of R formed by répartitions
{rp} such that rp, = rp, if P, and P have the same image in X' we will
denote by R'(D) the subset of B’ formed by the répartitions {‘I:p} such
that vp(rp) > —vp(D) if P ¢ S and rp € O if P is a point of § having
image @ in 5.

We know that the space Dp(K) of all differentials is identified with the
topological dual of R/ K| that is to say with the set of hnear forms w on B
which vanish on K, and on a suitable subset R(A) (for the notations, see
chap. I, no. 5). To say that such a linear form belongs to (D) m;ans
that w vanishes on R'(D). Thus we see that ('(D) is nothing other than
the topologicel dual of the vector space R/(R/(D) + K), endowed with the
topology defined by the images of the R(A).

Now we pass to I’(D). There is an exact sequence of sheaves on the
space X':

0—=L(D)— K — K/L(D) 0. (29)

Since K is a constant sheaf and X' is irreducible, H ®(X' K) = K and
H¥ (X', K) =0 for ¢ > 1. The exact sequence (29) then gives

K — HY (X', K/L(D)) — HY X', LY{D)) — 0. (30)

The argument made in chap. II for the sheaf K/L(D) also applies to
the sheaf A" = K/L'(D) and shows that H%(X’, A"} is identified with the
direct sum of the Ay for @ € X’; as this direct sum is visibly isomor-
phic to R'/R'(D), we conclude that I'(D) = HY(X', £L'(D)) is canonically
tdentified with the quolient R J(R'{D) + K).
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Now put V = R//(R(D)+ K) and W = Rf(R'(D) -+ K). We have
vV ¢ W, and we must show that the (algebraic) dual of V' can be ideniified
with the (topelogical) dual of W, in other words that every linear form on
V can be extended uniquely to a continuous linear form on W. This will
be the case if we check the two following properties:

i) V is dense in W.
i) V is discrete for the topology induced by W.

Verification of 1). We must show that, for every divisor A,
R+ R(&) me B

Let r = {rp} be an arbitrary element of R. There exists an element
f € K such that vp(f—~rp) > vp(A) for all P € S; let g be the répartition
f 7, and decompose g as g == ¢’ -+ ¢”, where gp = 0for P€ Sand g§ =0
for P ¢ 5. We have g” € R(A), ¢’ € R/, and f € R, which shows that
r = f— ¢ —g" indeed belongs to B’ + R(A).
Verification of ii). We must show the existence of a divisor A such that

R (I + R(D) + R(A)] = K + R(D). (31)

Let n be an integer such that the relation v,(f) > n for P — @ implies
f € Of; such an integer exists according to no. 2. We choose for A the
divisor A = D — 3 pegnP. Let r = f 47 + s be an element of the left
hand side of (31), with » € B/, f € K, v € R/(D), and s € RE(A). From
the fact that s = r — f — ', we have s € R’ in other words sp belongs to
0%, and, since A coincides with D outside of S, we have s € R'(D), which
proves (31) and finishes establishing thm. 2. (J

Remark. One can complete thm. 2 by showing that H*(X’, Q) is isomor-
bhic to k and that the duality between H°(X’, /(D)) and H1 (X", £'(D))

is given, as in chap. II, by the cup product.

11. The equality ng = 24

Let @ € &, and let ¢g be the conductor of Oy mto Of; from the fact
that cg is an ideal of Oq there exists a divisor 2p-q PP such that cg is
identical to the set of functions f such that f = 0mod ) npP. We can
without inconvenience identify the ideal ¢g with the divisor 3 npPF.

We can give a simple interpretation of tg by means of differentials. We
have seen in fact that £, /Qg is the dual of O¢/Og; these two Op-modules
thus have the same annililator ¢g. Thus, f € ¢¢ if and only if vp(fw) >0
for all P — @ and every w € . This comes down to saying that the
integer np s equal to Sup(—vp(w)) for w running through Xy.

So denote by ng = 3 p_,o #p the degree of the divisor ¢g. We are going
to compare ng and dg:
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Proposition 7.* fo +1< nQ < 26q for every Q € S, and the equality
ng = 28¢g holds if and only if Qo 5 a free Oy-module of rank 1.

PROOF. We have ng = dim (Jg/¢g, and the inclusion & -+ tg C Og shows
that ng 2 6o+ 1.

On the other hand, we have just seen that, for every P — (@, there

. . - ! j
exists a élﬂerentzal wp € §, suf:h t.ha,t vp(w) = —np. Forming a linear
?ngbzn‘atmn of the wp, and taking into account the fact that the field &
15 infinite, we construct a differential w € Qp such that vp(w) = —np
for al P — Q. It is clear that fw & Qp<=>f € tg, which shows that
the map f — fw defines an mjection of Ogp/cq into ,/Q4, whence
the mequahty' ng — 0@ < 8. Furthermore, if Q) is a free rank-1 Ob-
frtodu}e, {':he differential w necessarily constitutes a basis and the map above
1s surjective, which shows that ng — 6g = §g. Conversely, if this equality
holds, the map is surjective and every differential o € ¥ is the sum of
a differential fw, f € O d a diffi i o~ ;

, f @, and a differential # € 5; as § can itself be

written in.f the form gw, with g € ¢g, we indeed see that w constitutes a
basis of {05, which finishes the proof. 1

If ng = 28g for every Q € S, the sheaf Q' is locally free and thus
corresponds to a class of divisors K’ on X; the preceding argument/shows

that K = K’ -~ ¢, whence in particular 2g — 2 = deg(K" ) — 26, that is to
say

deg(K') = 2w — 2. (32)

‘The sheaves (D) are thus isomorphic to the sheaves L(K'— D}, and

we get the Riemann-Roch theorem in its second form:

(D) —V(K' — D) = deg(D) +1— . (33)

12. Complements

In view olf the formulas (32) and (33), it is interesting to give conditions
under w%uchi nQ = 20¢. 'This is the case when X' is a complete intersection
in 2 projective space (Rosenlicht {63], § 5). It is also the case when X' is
em&eddfed i a :;wn-sz'ngufar surface V; indeed, one can prove that, for every
Q € X', the Og-module {25 is formed by residues on X’ of differentials w
f:-n4V such that (w) > ~X " at Q (see Samuel [69] and Gorenstein [26]), and
it is then {:1943,1' thaf-; §, is a free module of rank 1. This characterization
of regular differentials also shows that the canonical divisor K’ of X’ is
equal to X".v(X'+ Kv); using (32), we recover the formula (22) giving the
arithmetic genus of X',

These-: results, whose direct proof is tiresome, are recovered naturally in
the setting of Grothendieck’s theory [28]. He has shown ([105), VIII) that,
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if X' is embedded in a non-singular variety ¥ of any dimension 7, there is
a canonical isomorphism

Qg = Exty_vy(Og, 25(Y)), (34)

where Og(Y) and Q5(Y)) denote respectively the local ring of ¥ at the
point @ and the module of differential forms of degree n on ¥ which are
regular at Q). When X' is a complete intersection af J, one can write down
explicitly a free resolution of the Og(Y)-module O, and this resolution
shows that {¥, is a free module of rank 1 over Ug. Explicitly, one sees that,
if fi,...,fn_1 are generators of the ideal of X' in Og(Y) and if 21,...,2,
form a regular system of parameters of Og(Y), the module Q5 admits
for a basis the differential w obtained by “division” of dzy A --- A de, by
dfi A--- Adfs-1. For n = 2, one has only one equation f(z,¥), and w is
written in the classical form w = dz/f; = ~dy/f;.

Bibliographic note

For a long time in the study of singular curves, the principal problem was
that of the resolution of singularities. This was obtained, in the last century,
using “quadratic” transformations; the reader will find an exposé of this
in Severi {T9] or Northcott [59], [60], [61]. The method of normalization,
introduced by Zariski, is more rapid; however, i gives a less complete result.
For example, if one applies, following Jung, quadratiic fransformations to
the branch curve of the projection of a surface V to a plane, one easily ends
up with the resolution of singularities of V (in characteristic 0).

In the other direction, the construction of a singular curve starting with
a non-singular curve and a semi-local ring in its field of functions is due
to Rosenlicht [63], who also treats the case of a reducible curve defined
over any base field. Rosenlicht’s memoir also contains the Riemann-Roch
theorem as well as the theory of regular differentials. These results were
known when the curve has only “ordinary” singularities, cf. Severi [81],
chap. L

We mention a recent memoir of Hironaka [34] showing that the integer
r = g -+ § coincides with the arithmetic genus of the curve; here again,
this fact was well-known to the Italian algebraic geometers in the case of
ordinary singularities.

The equality ng = 28¢ for curves on a surface was proved by Gorenstein
[26] and Samuel [69]; the analogous result in analytic geometry can be
found in Kodaira [44], [45]. The point of view sketched at the end of
no. 12 was pointed out to me orally by Grothendieck; it is developed in
Altman-Kleiman [105], chap. VIII and in Hartshorne [115].



CHAPTER V

(Generalized Jacobians

This chapter contains the construction and elementary study of the gen-
eralized Jacobians of an algebraic curve. We will follow closely the paper of
Rosenlicht {64] on this subject, itself inspired by Weil’s Variétés abéliennes
[89], where the case of the usual Jacobian is treated. We will make use, as
they did, of the method of “generic points”. This obliges us to renounce
the point of view of the preceding chapters (where all points had their co-
ordinates in a fixed base field), and to adopt that of Foundations (87]. It
is certain that the generic points could be replaced by divisors on prod-
uct varieties, after first developing in detail the properties of these divisors
(that is to say essentially the cohomology of coherent algebraic sheaves on
a product variety); that would take us too far afield.

$1. Construction of generalized Jacobians

1. Divisors rational over a field

In all of this chapter, X denotes a projective algebraic curve, irreducible,
non-singular, and defined over a field k. In §§1, 2 and 3 the feld % will
be assumed to be algebraically closed. In conformity with the conventions
of Foundations [87], we will make a choice of a universal domain Q; recall
that this means that Q is an algebraically closed extension of & of infinite
transcendence degree over k. All the fields considered (except function
fields) will be subextensions of © of finite type over k. By a pomnt of X, we
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mean a point P all of whose coordinates belong to 2; if we denote by k(P)
the field generated over £ by these coordinates, &(P) is an extension of

- finite type over k. One says that P is rational over a field K if (P} C K.

The hypothesis that & is algebraically closed implies that X has infinitely
many pownts rational over k.

We are now going to recall the definition and principal properties of divi-
sors rational over a field; for the proofs, the reader can refer to Foundations
[87], or to the work of Samuel [71].

Let D = ) n;P; be a divisor on X. Choose an affine model U/ of X
containing all the P; and defined over the field k. A coordinate ring A =
k{U] is associated to the affine curve U; it is a Dedekind ring (it is normal
and of dimension 1). Considering U as a curve over {2, its coordinate ring is
Aq = A @y Q). The divisor D is defined by an (in general fractional) ideal
0 of An. An elementary linear algebra argument then shows that there
exists a smallest field K such that 9 is of the form e ®@x Q, where 0 isa K
vector subspace of Ax = A Qi K; in other words, K is the smallest field
(contaming k) such that D is generated by polynomials with coeflicients
in K. One says that K is the fleld of rationality of D, and one writes
K = k(D). If L is an arbitrary field, we denote by L({D) the compositum
L.K(D). One says that D is rational over L if I{D) = L, that is to say
if 0 can be generated by equations with coefficients in L. This definition
shows that, if Dy and D are rational over L, the same is true of Dy — Dy
and Sup(Di, D). If ¢ is a function which is rational over L (that is to say
it belongs to the fraction field of the algebra Ay ), its divisor (y) is rational
over L. In the case of a divisor reduced to a point, the definition of £(D)
coincides with that of k(P) given above.

More generally, in order that a divisor D = ) ny Py, o # 0, be rational
over a field, it is necessary and sufficient that the following three conditions
be satisfied (cf. Weil, Samuel, loc. cit.):

1) k(P,) C L, the algebraic closure of L (in other words, D should be
elgebraic over L).

ii) D = D for every L-automorphism ¢ of I {or of Q, it is the same
according to 1)).

iii} The integer n, is divisible by [L(P,) : L};, the inseparable factor of the
degree of the extension L{P,)/L.

Let D be an effective divisor of degree n; one can identify D (cf. chap, I,
no. 14) with a point D of the symmetric product X{™). This last is evidently
defined over &, and thus one can speak of the field (D). This field coincides
with £(D)} according fo a result of Chow, ¢f. Samuel [T1], p. 104 (the proofs
of Chow and Samuel use the properties of “Chow coordinates”, but it is
easy to give a direct proof). In fact, we will only use this result in the
following particular case, which is in Weil [89], p. 10, and in Lang [52],
p. 30:
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Le_mma 1. Let K be a field and let My,. .., M, be n independent generic
pownts of X over K. If M denotes the divisor My +- -4 M, then K(M) =
K{(My,...,M,),, den:atz'ngiby K(My,...,My)s the set of elements of the
field K(Ms, ..., M,) invariant by all permutations of [1,n].

Kjgﬂﬁca.ﬂ that the phrase f‘Mh -« ., My are independent generic points over
means that the extension K (My,...,M,)/K has transcendence degree

2. Equivalence relation defined by a modulus

¥rom now on, we make the choice of a modulus m supported on S- we will
assume that the points of S are rational over k (if k were not al ei;ra,icali
closed, it would be necessary to suppose that the modulus mgis ra,tign}i
over k as a divisor—the results of the first two §§ are valid without chan .
those of §3 should be slightly modified~—we will return to this in §4) 5
Let D and [ be two divisors prime to §. We will say that D and b’ a
m-equivalent, and we will write D ~y D’ if there exists a non-zero rati l'f;
function g satisfying the two conditions: one

a) g= 1 mod m (cf. chap. ITI, no. 1),
b} (g) = D' — D.

Conditiﬂn‘ a) should be suppressed if m == 0. In the general case one
z:zszziia‘,ce it by the condition that ¢ be congruent mod m to & non-zero
In conformity with the notations of chap. I, we denote by Cy the srou
of classes of divisors prime to § modulo m-equivalence and mb C§ thp
subgroup of C. formed by classes of degree 0. We can also Inter ieﬁ E’ .
the group of classes of line bundles over the singular curve X {Isigcz'ﬂf;:f ?S
w (chap. IV, no. 4). The correspondence between line bundlgs and divi .
1s established as follows: let @ be the unique singular point of X a;; ?’:
E be aline bundle. We can find a rational section s of E which ; re u}Zr
and non-zero at . As X — Q=X ~ Q, we can speak of the divésj* (s)
o}t; 8, which is prime to § and defined up to m-equivalence, One then easily
:Geti{: ;?:ipﬁ'c:‘ (s) defines an isomorphism from the group of line bundles

Now let D be a divisor and consider the effective divisors D’ such that
D ~m LY. Asin chap. II in the case m = 0, this comes down to considerin
functmr}s g which satisfy (g) > ~ D outside of § and which satisfy a) Sucﬁ
3 function ¢ beiangs to the local ring Gb of the singular point Q *c}f the
singular curve Xy thus g € Lw{D)}, with the notations of chap. IV, no. 5
Cﬂnverely, if g € Ln{D)} is not zero on S, the divisor D = (g) ,+ D is:
m-equivalent to D. As the functions ¢ € Ln(D) which are zero on § are
nothing other than the functions g € L(D~ m), we thus finally see that the

7
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set of effective divisors D' such that ) ~x D 1s in bijeclive correspondence
with the projeclive space assoctated to the vector space LD} minus the

" projective subspace associated to L{D — m).

Lemma 2. Let D be a divisor prime to S and retional over a field K.
There exists a basis of La(D) (resp. of In(D)*) formed by functions (resp.
differential forms) rational over K.

(To avoid any confusion with the universal domain, we have denoted by
Ia(D)* the space of sections of the sheaf Q,(D), cf. chap. IV, §3.)

PROOF. We must prove that belonging to Ln{D) imposes K-hnear condi-
tions on a function f € Q{X). But these conditions are of two sorts: first
there is the condition that f be congruent mod m to a constant and second
that (f) > —D. The first is evidently K-hnear (it is even k-linear); the
second is also by the very definition of the field of rationality of a divisor.

Whence the desired result for Ln{D). As for In(D)", we first reduce to
the particular case m = 0. We next remark that I(D) is isomorphic to

L(A — D), where A is a canonical divisor. As one can always choose A
rational over k, we are reduced to the case treated in the first place. EJ

Corollary. Ifthere exists only one effective divisor D' such that D' ~q D,
this divisor is rational over K.

ProoF. The uniqueness of D' means that dim Lo(D) = 1and L(D— m) =
0. According to the preceding lemma, there exists a function g € La(D)
which is not zero and rational over K. As IV = (g) + D, 1t indeed follows

that [¥ is rational over K. O

3. Preliminary lemmas

Let D be a divisor prime to 5. We put {cf. chap. IV, no. 5)
lo(D) = dim La(D) and in(D)=dim In(D).
According to the Riemann-Roch theorem,
In(D) —ia(D) =deg(D}+1—=

where = denotes the arithmetic genus of the singular curve Xp, that is to

say
{ng ifm=0
7 =g+deg(m)—1 ifm#£0.
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Lemma 3. Let K be a field, D a divisor rational over K, and P o generic
pownt of X over K. If in(D) > 0, then

(D + P) = iq(D) — 1.

PROOF. The vector space [w{D + P)* is identified with the subspace of
In(D)* formed by differentials w vanishing at the point P. Thus in any
case im{ D) 4 P) > in(D) ~ 1 and everything comes down to showing that
there exists at least one differential w € 7,(D)* not vanishing at P. But
since i{D)* > 0, lernma 2 shows that there exists a non-zero differentiai
form w € In(D)* which is rational over K. The set of points where w
vanishes is necessarily algebraic over X, thus does not contain the point

P. 1
The following result is fundamental for what follows:

Lemma 4. Let D be a divisor of degree O rational over a field KX and let
My, ..., My be w independent generic points over K. Then

a) In(D+ Y207 Ms) = 1.

b) There exists a unique effective divisor A such that A ~y 4. ST
il “'I"' g 2= M'.
¢) K(A) = K(M,..., My)s. m Db 2 M;

PROOF. Since deg(D) = 0, we have [,{D) < 1, and the Riemann-Roch
theorem shows that in(D) < w. Then repeatedly applying lemma, 3, we see
that in{D+3 ;27 M;) = 0, and again applying Riemann-Roch, we find a).
Thus there exists a function g, unique up to multiplication by scalars,
belonging to Lm{(D+ 3 i M;). When m = (, this proves b); when m # 0,
we must also check that L(D 4 3} 7;°T M; — m) = 0, ¢f. no. 2. So put
A = D430 M;—w and suppose that [{4) > 1. The divisor 4 has degree
g — 1 and the usual Riemann-Roch formula shows that i(A4) = I(A) > 1.
On the other hand, repeatedly applying lemma 3 (with m = 0 this time)
we find that i(A4) = i(D — m) — , whence #{(D ~ m) > #. But the divism,'
D —m has degree < 0, whence I{{D—w) = 0 and, applying Riemann-Roch
i) — m) =, which gives a contradiction. |
It remains to prove c). According to lemma 2, the function g can be
chosen rational over the field X (D + Z::: M;), a field which is equal to
:E'f(Ml, .+ -y Mz}, according to lemma 1. As A is equal to (¢)+ D437 M;
1t is rational over K(Mi,..., M;),. On the other hand, a,pplyinzg_la,) tr:;
D =0, we get In(3 ;2] M;) = 1, which shows that the divisor 557 M; is
the unique divisor > 0 m-equivalent to A — ). The argurment giv:; above

then shows that K (37,7 M;) is contained in the field K (A - DY = K(A),
whence finally the equality c). ~ [
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4. Composition law on the symmetric product X

Let Y = X{) be the n-uple symmetric product of X. We are going to
endow Y with a rational composition law which will make it a “birational
group” .

As we have already indicated, every effective divisor of degree # M =
M 4 --- 4+ M, can be identified with a point of Y. When the points M;
are generic and independent over a field K, we get a point M € Y which
is a generic point of Y over K, and we have seen that the field K(M) is
equal to the field of the point M over Y.

We are now going to choose once and for all a point Fy € X which is
rational over K and not in S; this point will serve as a sort of orzgmn for
the group laws that we will construct.

Lemma 5. Let M and N be two independent generic poiwnls of Y over a
field K. Then there exists @ unigue divisor R such thal R ~g M+ N —7Fp

and we have

K(M,N)= K(R,M)= K(R,N).

ProoF. Put M = *Zf M;; the points M; are independent generic points
over the field K{N), which is also K(N — xPp) since P Is rational over &.
Lemma 4 then shows the existence and uniqueness of a divisor R such that

We also see that K(R, N} = K(M, N), whence, exchanging the roles of
M and N, K(R,M) = K(M,N), as was to be shown. 1

Proposition 1. There exists a unigue rationel composition law F : Y X
Y —+ X on the variety Y = X%) which is defined over k and is such that, if
M and N are two independent generic points of Y over o field K, F(M, N)
is the point R defined by lemma 5.

Furthermore, this composition law makes Y a “birational group” (in
other words, it is ¢ normal composition lew in the sense of Wesl [89], §V).

Proor. Let M and N be two independent generic points of the variety ¥
over the field k, and let R be the point of Y defined by lemma 5. From the
fact that B(R) C k{M, N) there exists a unique rationalmap # : Y XY — Y
which is defined over & and which maps (M, N) to R. Now let M’ and N’
be two independent generic points of Y over a field K; e fortiors, M’ and
N’ are independent over k. Thus there exists a k-automorphism o of the
yniversal domain ( such that M’ = M? and N’ = N7. From the fact that

F' is defined over &, we have
F(M°,N°) = F(M,N)?, whence F(M',N')=KH".
But by hypothesis there exists a function g with g 2 1 mod m such that
() =M+ N —nFy~ R.
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Applying o, we deduce
(°Y=M' 4 N —2Py— R°,

with ¢ = 1 mod m (from the fact that m is rational over k}. This
shows that F(M' ,N') = R? is nothing other than the divisor associated to
(M', N') by lemma 5, which proves the first part of the proposition.

It remains to see that F' is a normal law of composition. We must first
check thal F is associative for generic points, in other words that

F(M,F(M',M")) = F(F(M,M"), M"

when M, M’ and M” are three independent generic points. As each of the
two sides is the unique effective divisor m-equivalent to A/ 4 M’ 4. A" w27 Py,
it is clear. Next we must check that, putting R = F(M, N, we have

B(M,N) = k(R, M) = k(R, N),

which is nothing other than the second assertion of lemma 5. This comn-
pletes the proof, M

Note that the composition law F' is commutative.

5. Passage from a birational group to an algebraic group

We just constructed a “birational group” whose composition law is defined
over k. According to a result of Weil ([89], §V, reconsidered and completed
in {93]), such a group is birationally isomorphic to a true algebraic group
(where the composition law and the inverse map are regular maps, and not
just rational). Furthermore, this group, as well as the isomorphism, can be
defined over k. We are going to limit ourselves to a rapid indication of the
steps of the proof, refering to Weil, loc. cit., for the details.

Virst we observe that the algebraic group sought for, if it exists, is unigue.
‘This comes down to saying that every birational isomorphism between two
algebraic groups Gy and G is necessarily biregular, which is a particular
case of the following result:

Lemma 6. FEvery rational map f : Gy — G2 which is a komomorphism
for generic poinis is everywhere regular. |

ProoOF. The hypothesis means that there exists a non-empty open U of
(1 such that f is regular on U, and that f(zy) = (=) fly)ifz, vy, 2y U.
Fixing = and varying y, we deduce that f is regular on the open zU/; as the
zV, z € U, cover G, the map f is indeed everywhere regular. ,

The ezistence of the algebraic group G sought for is more difficult to
establish. First one proves:
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Lemma 7. For every birational group Y defined over a field k, there exists
an algebraic group G defined over an exiension K/k which ts birationally
wsomorphic over K o Y.

(Cf. [89], §V, thm. 15, as well as [93], no. 6.)

One begins by constructing an open Y/ of Y on which the composition
law has sufficient regularity properties (a “group chunk”). One next defines
G by glueing several copies of Y’/ by means of generic translations; it is these
translations which oblige one to enlarge the ground field.

Once ( is constructed over the extension K/k, one can “descend” its
base field o &:

Lemama 8., For every birational group Y defined over k there exists an
algebraic group Go which is defined over k and birationally isomorphic over

EioY.

One uses the theorems of “descent of the base field” taking into account
that the extension K /k can be chosen separable {even, in fact, regular); for
these descent theorems, see Weil {95].

In the particular case where k is algebraically closed, one can give a
direct construction of Gy, ¢f. Rosenlicht [64], thm. 4. This will be the only
case we will need.

6. Construction of the Jacobian J,
Combining proposition 1 and lemma &, we get:

Proposition 2. There exisis an algebraic group Jo and a bwretional map

w: X" 5 Jn defined over k such that if M and N are two independent
generic points of X%,

P(M) + o(N) = p(M x N)

where M * N denotes the divisor K of lemma 5.
Furthermore, these properties define ¢ uniguely up 1o ¢ unigue isomor-
phism.

The group Jm is called the generalized Jacobian of X (relative to the
modulus m).

We will study the map ¢ in more detail in §2. Note for the moment
that, since  is defined over k, (M ) makes sense for every generic point
of X(™_ On the other hand, the composition M # N is defined if M and N
are independent and generic on X("), More generally, let My,..., M, be r
independent generic points of X(7); lemma 5 shows that one can define by
induction the composition Mj * Ms % - --x M, and that if is a generic point
of X{7) On this subject we have:



82 V. Generalized Jacobians

mea 9. Let My,..., M, (resp. Nq,.. s N} be r independent generic
points of X\*). The following three conditions are equivalent:

a) MI*“'*MrZN].*”'*Nf
b) Ml“‘[““‘“l“'MerNl”%*“‘“f"Nr
¢) @(Ml)“‘l‘”"‘“‘f"?(Mf):?(Nl)*f"""'l“‘?(Nr)*

PROOF. According to lemma 5, the composition My %-- .+ M, is the unique
effective divisor m-equivalent to My 4 - - My — {7 1) Py, whence a)<=>b).
As for the equivalence a)<==>c), it follows from the fact that v is a bijective
homomorphismn on generic points. 1

§2. Universal character of generalized Jacobians

In this §, we are going to show that the Jacobian J. defined in §1 does
have the universal property announced in thm. 2 of chap. 1.

7. A homomorphism from the group of divisors of X to J.,

Let D be a divisor on X prime to 5. We propose to associate to it an
element 6(D) of Jy.

Let K be a field containing £(D) and let M = E:zf M; be a generic

point of X{™J over K. According to lenuma 4, there exists a unique divisor
N € X) such that

N~y Do (deg D)Pg -+ A

and we have K(N) = K(M), which shows that N is generic over K. The

images (M) and (N} of M and N by ¢ : X(") s J. are well-determined
elements of J,. We put

(D) = p(N) ~ p(M).

. This definition is legitimate, for it is clear that N does not change if K
is made smaller, and the difference p(N) ~ (M) is indeed independent of
K.

Lemama 10. Let K be a field and let D and D' be two divisors rational

over K; put D" = D4 D, IfM, M', and M" are ihree mdependent
generic poinis over K, then

B o (D”) = ﬂM(D) e @ g (D")
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PrROOF. Denote by N, N/, and N the points associated respectively to

- D, D" and D" by the procedure above. We must show the relation

(N7} = p(M") = p(N) — p(M) + p(N') — (M),
which can also be written
(N} + o(N') + o(M") = o(N”) 4 o(M) + o(M"}.

As K(N) = K(M) and K{N') = K{M'), the three generic points N,
N’, and M" are independent, and the same is true of the three others N7,
M, and M’. According to lemma 9, the formula to be proved is equivalent
to the following, which is clear:

N+NI+MHNH‘NH+M+MI.

Lemama 11. 0pr(D) does not depend on M.

PROO¥. First remark that 85(0) = 0, for then ¥ = M. Applying lemma
10 with DY = 0, we deduce that

when M and M" are generic and independent.

Now if M’ is another generic point over A, we can always find a third
generic point M* which is simultaneously independent of M and M’, and,
by virtue of the proceeding, O3 (D) = Oy (D) = Op:(D), as was to be
shown, , ]

From now on, we will write (D) in place of #37( D).

Lemma 12. IfP =S it P; is a generic point ﬂle(“}, then 8( P) = o(P).
PROOF. Let M be a generic point of X{*) independent of P. Forming the
divisor N € X ) such that '
Ne~gPiM—nFg
we recognize the divisor denoted P x M in prop. 2. By definition,
0(P) = 04 (P) = p(N) — p(M) = (P ¥ M) — (M) = o(P),
by virtue of proposition 2. [

Lemma 13. IfD is rational over a field K, the point 0( D) € Jum 15 rational
over K.

Proor. The construction of 6(D) in the form (N} — (M) shows that
(D) is rational over the field K(M) = K(N}. As this holds for any M
generic over K, we conclude that k(6{D)) is contained in the mtersection
of the fields K (M), an intersection which 1s equal to K. £l
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Pr:npﬂsitiﬂn 3. The map 0 1s @ homomorphism from the group of divisors
prime to S onto the group Jun. Its kernel is formed by the divisors m-
equivalent 1o an tntegrel multiple of Py.

FProor. Lemma 10 shows that ¢ is a homomorphism. Its Irnage is a
subgroup of Jn which, according to lemma 12, contains all the generic
points of Jy. This subgroup is thus equal to Jeu (indeed, every point of an
algebraic group is the product of two generic points). Thus 4 is surjective,

In order that a divisor D be such that (D) = 0, it is necessary and
sufficient that

P(M) = p(N)
(the notations M and N being as in the beginning of this no.). By virtue

of lemma 9 (or even of the very definition of ), this means that M ~p N ,
that is to say that D ~, (deg D)F,. £

8. The canonical map from X to J,
First we are going to prove an auxiliary result on coverings:

Lemima 14. Let X and X’ be two curves (complete and non-singular, as
always) and let g : X — X' be a separable covering of degree n 4- 1. For
every P e X, the divisor

g~ (g(P))

*{s ?f ‘the: form P 4 Hp, where Hp is a effective divisor of degree n. If Hp
is identified with a point of the symmetric product X, the map P — Hp
s a regular map from X to X"

PrROOF. We will use the same method as in no. 13 of chap. Iil. Let Y be a
Galois covering of X’ dominating X, let g be the Galois group of ¥ ~» X/,
and let §j C g be the Galois group of ¥ — X. Choose representatives o;,
t=1,...,n41, of the classes of g mod § and let ¢4 be the representative
of the class §. If we denote by 7 the projection ¥ — X, we know (cf. HI-

13) that g~ (g(P)) = 3" 7 0 0;(Q), where Q denotes a point of ¥ mapping
to P. We conclude that

Hp = i::rrn a:{Q).
=1

‘Then we define a regular map h: Y — X" by putting
Q) = (roa(Q),...,700,.(Q)).

By composing k with the canonical map X™ — X(*), we get a regular map

R Y — X(®)
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The formula above shows that h' defines by passage to the quotient a
map A" + X — X{®) which is clearly regular and which is none other than
the map P — Hp. 1

Remark. One can consider lemma 14 as a particular case of the “subtrac-
tion” theoremn which can be stated as follows:

Let T and X be two algebraic varieties and suppose that to every 2 €T
are associated three positive cycles of dimension zero in X, say H;, H}, and
HY, with

H, = H; 4+ H}.

Let n, n’, and n” be the degrees of these cycles, which are assumed to be
independent of {. ‘We say that the family H, is regular if the corresponding
map H : T — X®) is regular, and similarly for H' and H". Then, if fwo
of the three famzilies H;, H{, and H{ are regular, so is the third. The proof
reduces to an exercise in symmetric functions.

We now return to the Jacobian Ju and to the map #. This map s defined
for all divisors of X prime to S, thus in particular for the poinis P € X - S.
We propose to prove:

Proposition 4. The mep 8 : X — § — Ju is a rational map which s
everywhere regular and defined over k.

We rely on the following lernma.

Lemma 15. Let M be a generic point of X(™) over a field K. There exists
¢ rationel map &' : X ~+ Jn defined over the field K(M) which ts regular
at all the poinits of X — § rational over K and coincides af these poinis
with 6.

Admit for a moment this lemma. As M and K vary the map & does
not change, since it coincides with 8 in all of the points of X — § which
are rational over k. One can thus speak of the map § and, as every point
of X is rational over a suitable field K, we see that 6’ is regularon X — §
and coincides there with #. Finally, # is defined over the intersection of
the fields K (M), an intersection which is nothing other than k. |

It remains to prove the lemma. We suppose that r 3 0, otherwise there
is nothing to prove, the group Jn being reduced to the idenfily element,

Let P1 be a point of X ~ § distinct from the point Py chosen in no. 4
and rational over k. According to lemma 4, there exists a divisor N € X{7)
such that

N =P+ P{} + M
and K(N) = K(M).
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Let g be a rational function such that

()=N+P —P— M
g =1 mod m.

‘f{mm the fact that In(—P; 4. By 4+ M) = 1, this function g 1 unique
:;1 1;5 is ?eﬁx‘ae? ove;; K({M}, cf. the proof of lemma 4. The divisor (g)m}

poies of g 1s less than or equal to the divisor P '
show that it is equal to Py 4 M. oo+ We axe going to
. First of all, tl:m point %39 1s a pole of g, since it is distinct from P, and
;l:re:s Iilﬂt figure EWN (N is a gereric divisor over K ). Thus we must show
that, if M = 3077 M,-,,‘ all the M; are poles of g. Let us show this for one
of them, say M, . If this were not the case, we would have

g € Ly (PG-PJ. +ZM£) and I, (P{}_PI+ZM£) > 1

it P 2

whence, by Riemann-Roch,

tm (Pu-*fﬁ +ZM£) =1
I
and, by virtue of lemma 3 tm{ P, ‘ '

) ‘ , 0o~ P} > w. Again applving Rj
Roch, this would i — o B onaRDS
bt 1mply In{Po— P1) > 1, whence the existence of a function

hz=1mod m and (R)y=PFy— P

Ihxs EEEHS tha.f; h is j. blregular*isomorphism of X to the projective line

; aird the relation A= 1 mod m is only possible if m = §: but in this case
we would ha,xfe.:rr =g+ ¢ =0, a case which we have exclu?ded ’
| Thus the d}Visor of poles of ¢ is indeed Py 4 M and that of ze'ms s P 4N
We can -CDHS.IdEI‘ 91X — A as a covering of degree = + 1. From th; f&c£
that Fy is a simple pole, ¢ is not a p-th power and this covering is separable
Thus we can apply lemma 14 to jt- putting 9= (g(P)) = P 4. Hp, fhe map

P — Hp is a regular map s {= i
ps:X — X% Purthermore, this map ;
over K(M), as is easily seen. Then we puf P defined

0'(P) = o(M) — p(Hp).

Themap & : X — J. is a rational m
going to see that it has all the requisite prf;eiiil:d ver ). We are
Thus we suppose that P is rational over K and is not contained in §
and we let ¢ = g(P). Suppose P # Pp, in which case g £ oo Ther:
(9-a)>P—Py M , which shows that g a is the unique functim;. (up to
a constant factor) belonging to La(Po— P4 M), cf. lemma 4. According to

the proof of this lemma. ¢ — 4 i :
sg—awsnotzeroon S and. if ¢ = (g — —
then ¢’ = 1 mod m. We have e ={g-a)/(1 2),

(g!)‘:g%l(a)_(g)m = P4 Hp — Py — M,

§2. Universal character of generalized Jacobians 7

whence
HP ~m “P+PO+M-

Thus, the divisor associated by lemma 4 to — P4 P+ M is nothing other
than Hp, which shows that Hp is generic over K and w({Hp) makes sense.
Furthermore, by the very definition of £

H—P) = p(Hp) — p(M),

whence
g(P) = EV(P).

When P = Py (the case we have excluded), this formula is trivial.

Finally, # is indeed regular at P, for, up to 2 translation of Jq, it is
the composition of 5 : X — X(™), which is regular (lemma 14), with
—p : X} — Jn, which is regular at s(P) = Hp since this is a generic
point of X{(™), This finishes the proof of lemma 15 and at the same time
that of proposition 4. -

9. The universal property of the Jacobians J,

Lemma 16. The canonical extension of 6 : X « § ~» J to the symmetric
product X<™} coincides with the rational map v of proposition 2.

Proor. Let S8 be the canonical extension of § to the symmetric product
(X — 5)(™). It is a regular map from (X — 5)(*J to Ju, and one can thus
consider it as a retionel map from X {(*) to Ju. To show that it coincides
with ¢, it suffices to prove that S8(M) = (M) when M =3 ;[ M; isa
generic point of X{*). But by definition

o

SO(M) = _(M;) = 0(M)

i=1

and lemma 12 shows that 6(A) = (M }. L

There is thus no difference between the maps ¢ and 6. To unify the
notations, we choose the notation v (or p, when we want to make explicit
m) to denote the canonical map X — Ju as well as its extension to the
group of divisors prime to §. Observe that all of this construction depends
on the choice of an “origin” point Py moreover, ©(Fy) = 0. Changing F,
only changes ¢ by a translation, as we will see a little later.

The following theorem recapitulates the properties of the map ¢ : X ~

Jm-
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Theorem 1.

a) The map gm : X —+ Ju is a rational map defined over k and regular af
every point of X — §,

b) The extension of pu to the divisors prime to S defines, by passage to
the quotient, an isomorphism from the group C¥ of classes of divisors
of degree O (with respect to m-equivalence) to the group Jo.

c} The extension of pum to the symmetric product X is g birational mayp
from X to0 J...

It is clear that, conversely, properties a), b}, ¢}, and the normalization
condition ¢m(Pp) = 0 characterize Jy and the map ¢, uniquely.

We now prove that Ju has the universal property announced in chap. 1.

Theorem 2.' L_ﬂt f 1 X~ G be a rational map from X to a commutative
group G admitting m for a modulus and put go = f(Po). Then there exists
¢ unique algebraic homomorphism F : Jo — G such that f=Fopg+gs.

Proor. After effecting a translation on f, we can assume that go =0. If
D 1s a divisor of degree 0 and prime to S on X , the element f(D) € G only
depends on the m-equivalence class of . By passage to the quotient, we get
a homomorphism Cf, — G from the group of these classes to (7. According
to thmn. 1 b}, there thus exists unique a homomorphism F : J, — G such

that f = F o gy for all points P € X (or for every divisor, it comes to -

the same thing). It remains to see that F is an algebraic homomorphism.
But let Sf be the extension of f to X): it is a rational map from X(7)
to & which is regular on (X — §)(*) by the very definition of a symmetric
product. In view of the definition of F, §f = F o @, denoting by v the
canonical map X (™) —s J.. But 18 biregular on a non- empty open U of
Jw. It follows that F' coincides on U with the regular map Sf o w ! and
by translation, we deduce that F is everywhere regular. (.

Remark. The proof shows at the same time that, if f is defined over a field
K, the same is true of SF, thus of F.

Corollary 1. In the construction of the parr (Pm,Jm) changing Py does
not change Jo and changes o only by a transigtion.

FTROOFH We apply theorem 2 to the modified map ¢/, : X — Jm, Which
gives a homomorphism F : Ju — Ju/. We also get a homomorphism
F’' 1 Ju' — Ju and the uniqueness property of theorem 2 shows that
FobF =1and o F == 1. We can thus identify Jw and Ju' and then
Pre = P + P Po)- B

Corollary 2. Every rational map from X to a commutative group can be
factored by means of a suitable map pq.

§2. Universal character of generalized Jacobians 24

Proor. Indeed, according to theorem 1 of chap. III, such a map always
has at least one modulus. 1

10. Invariant differential forms on J,

Since Jn 1s a conumnutative algebraic group of dimension =, the mnvariant
differential forms on Jy form a vector space of dimension . If w is such a
form, a = ™ {w) is a differential form on X, which is clearly regular outside
of S. More precisely:

Proposition 5. The map w — ¢*{w) is a bijection beiween the set of
mvariant differential forms on Jn and the set of differential forms o on X
satisfying (a) > —m.

Proor. First suppose that p*{w) = 0. Let g : X — Ju be the map
(Z1,--.,2x) ~> > wl{z;) and let by : X* — Jo be the map (21,...,%2) —
w{z;). From the fact that g = > k;, we have g*(w) = > A} (w) (¢f. ¢hap. 111,
prop. 16), whence g*(w) == 0. But the map g factors as X7 — X7 — J,
and the two partial maps X™ — X(™ and X{") — J, are generically
surjective and separable. [Recall that a rational map f: X — Y, where X
and Y are irreducible, is called generically surjective if f{X) is dense in Y;
the field £(Y") then is identified with a subfield of (X}, and if the extension
kB(X)/k(Y) is separable (resp. purely inseparable, primary), one says that
f is separable (resp. purely inseparable, primary).] The map g is ifself
also generically surjective and separable, whence the fact that g*(w) = 0
implies w = 0, by virtue of the characterization of separable extensions by
differentials (see, for example {11}, exposé 13). The map w — »*(w) is thus
injective.

Let us then write Q(—m) for the vector space of differential forms o
on X such that (o) > —wm. The Riemann-Roch theorem shows that
dim Q(—m} = , which is also the dumension of the space of invariant
differential forms on Jy. Thus it will suffice to show that p*(w) € Q(~m)
for every invariant differential w on Jix.

The differentials o € 2(—m) have no poles outside the set S. The residue
formula thus shows that }_p. ¢ Resp(a) = 0, and comparing with chap. IV,
no. 9, we see that Q{—wm) is nothing other fthan the sei of everywhere reqular
differentials on Xn. In order to check that o = p™(w) belongs to Q(—m),
it thus suffices to show (loc. cit., prop. 8) that Tr (o) = 0 for every rational
function g on X such that ¢ = 0 mod m and which is not a p-th power.

But, let & = Try{yp) be the map of the projective line A to the group Jn
defined as in chap. IiI, no. 2. According to lemma 4 of chap. Iil, no. 6,
Try{a) == A*(w). On the other hand, since m is a modulus for ¢ : X~ Jn,
the map & is constant (chap. III, no. 5, prop. 9). It follows that A*(w} = 0,
which finishes the proof L
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Corollary 1. Let J be the usual Jacobian of X. The map w — p*(w) s ¢

bijection from the set of invariant differentials on J to the set of differentials
of the first kind on X.

Proor. This is the particular case m = 0. EZ

Corollary 2. Ifdeg(m) > 2, the map vy is not regular at any point of S.

PROOF. Let P € § and let np be the coefficient of P in w. In view of the

hypothesis deg(m) > 2 we have m — P > 0. The Riemann-Roch theorem
then shows that

dim Q(~m+P)mﬁ'm1

and there exists a differential o {¥{—m} which does not belong to Q(—m .+
P}, that is to say which has a pole of order exactly np at P. According to
prop. 9, such a differential is of the form ¢ (w), where w is regular on Jp;
it is thus impossible that oy is regular at P. £

Remark. The case deg{m) = 1 is a trivial case: the curve X m 18 reduced
to X and m-equivalence is ordinary linear equivalence. The corresponding
Jacobian is nothing other than the usual Jacobian.

§3. Structure of the Jacobians J.

11. The usual Jacobian

When m = 0, the generalized Jacobian Jy reduces to the usual Jacobian.

According to thm. 1, the canonical map ¢ : X — J (defined up to a
translation} is everywhere regular; the same is thus true of its extension to
the symmetric product X9, As X9 ., Jis birational, the tmage of X(9)
is dense in J and, since X&) is a complete variety, this image is closed and
equal to J. Thus we see that J is the itnage of a complete variety, thus is
complete: it is thus an Abelian variety.

Furthermore, the map ¢ : X — J is universal for rational maps of X to
Abelain varieties. Indeed, if f: X ~s A is such a map, we know (since A4 is
a complete variety) that f is everywhere regular, and theorem 1 of chap. 111
shows that f admits the modulus m = 0. Theorem 9 then implies that f
factors as f = F oy, where F': J — A is an “affine” homomorphism (that
18 {0 say a homomorphism in the usual sense, followed by a translation).
One expresses this property by saying that J is the Albanese variely of X
One knows (see Lang [52]) that such a variety exists for every algebraic
variety X'; we will come back to this later.

91

§3. Structure of the Jacobians Ju

1J2. Relations between Jacobians Jg

Let m and w’ be two moduli with m > w/, To these two moduli (and to
the choice of an origin Fy) are associated Jacobians Ji and Jwr and maps
pm and pns that we are going to compare:

Proposition 6. There exists a untque homomorphism F . Jg = Jo Sﬂ?h
that Yo = F o pu. This homomorphism is surjective, separable, and s

kernel is @ connected subgroup Hyyw of Jm.

PRoOOF. The map @ : X — Jn admits m’ as a modulus, thus « fortior:
also m. As @ (Pp) = 0, theorem 2 shows the existence and the uniqueness

of ¥. '
Now let s : X(7) — X{7) be the map obtained by passage to the quotient

from the map

(My, ..., M) = (My, ..., Mz, Po,..., Pp).

Since Je is birationally isomorphic to X7 and Ju to XU, the map s
canonically defines a rational map

SI :JmJ’ “”*}Jm-

: ,

Furthermore, it is evident that F o ¢’ = 1, that is to say tha,t. s'is a
“rational section” for the projection F : Ju — Ju. 1%:1} the pmpe‘rtles ctf F
announced in the proposition then follow from the existence of this section,

with the added fact that Jy is birationelly isomorphic to the product Jepr X

(1
Hm[m’*

The preceding proposition essentially shows- that the Jacobians Jn f?rm
a. projective system of groups. In fact, this s not exactly {:DI‘I&{:E, since
one cannot choose the same origin point Py for all the 1?:1:3{1_1111 m at the
same time. All that one can say is that the J, form a projective system of
principal komogeneous spaces {cf. no., 21, as well as chap. VI).

Note that Jn is identified with the quotient Jo/H ) o’ - The knowl-
edge of the Jacobians associated to sufficiently large moduk ™ suffices to
determine all the Jacobians (including the more ge:nerai J a.mbla,ns' Jo *that
Rosenlicht has associated to any singular curve having X as normalization).

13. Relation between J, and J

Put m’ = § in prop. 6. We get the fact that J'ﬁjl is an eziension of the
usual Jacobian J by a connected group that we will denote L and whose

structure we are going to study. ' | . |
From the set-theoretic point of view, this offers no difficulties: according

to thm. 1 a point d € Jn corresponds to the m-equivalence class of a divisor
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L) prime to § which we can assume has degree 0. The image of d in J is
0 if and only if D is linearly equivalent to 0, that is to say if there exists
a rational function g such that D = (g}. From the fact that [J is prime to
S, this function is a unét at every point P € §, in other words vp{g) = 0.

Conversely, every function g satisfying this condition defines a divisor
D = (g) whose class d belongs to the kernel Ly, in question. We have d = 0

in Jw if D is of the form (h) with & = 1 mod m, which implies g = \.A .

where A Is a constant # 0.

So let us denote by Up the multiplicative group of functions f such that
vp(f) = 0 and by U}:;,“} the subgroup of Up formed by the functions f
such that vp{1 — f} > n. The function g defines for each P an element

gp € UpjU Q‘P ), where np denotes the coefficient of P in m. Conversely,

one knows that to every system of gp corresponds a function g. We are
thus led to form the product group

Pes

Each of the factor groups contains as a subgroup the group G, of constants;

we denote by A the “diagonal” group formed by the (A A, ..., ), with
A € Gy, and we put

Hm —— Rm/&-
It then follows from the proceeding that:

Proposition 7. The map g — (g) defines by passage to the quotient a

bijective homomorphism from the group Hu to the group Lm, the kernel of
the canonical homomorphism Jg — J.

It remains fo describe the structure of algebraic group on Lu, and it is
this that we are going to do now.

14. Algebraic structure on the local groups U/[U®)

Let U be the multiplicative group of formal series f(¢) such that v(f) =10,
and let U be the subgroup of U formed by those for which v(1— f) > a.
An element f € U™ can thus be written

f=1l4+a, "+ ---.

it is clear that the quotient group U/U{™ admits as a system of repre-
sentatives the polynomials

f={3[}+ﬂlf—]—"'+aﬂmltﬂ_1, ag %0

Thus U/U®) can be considered as an open subset of the affine space of
dimension n and endowed with the corresponding algebraic structure.
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Lemma 17. The preceding algebraic structure is compatible with the group
structure of UJU). Furthermore, it is independent of the choice of uni-
formazer . :

ProoF. If f=ag+ait+ -+an.18*"! and g = bo+ b1t + - NI S ik
are two elements of U /U (7). their product R has cg + e1t + -+ + cpyt™?
for a representative, with

¢; == z aph,.

r4amy

The composition law is thus given by polynomial formulas, which shows
that it i1s everywhere regular. Similarly one checks the regularity (?f the
inverse and the regularity of the operation defined by a “change of variable”

ﬁ;=&1f+-", &1#0. L]

Let Vuy be the group U /U, the subgroup of U/U™) formed by the
expansions ,
f=14a1t4+ - Fap_1" "

Lemma 18. The group U/U {n) is isomorphic to the product of the group
Gum by the group Viny.

ProoF. Indeed, every function f can be writien uniquely as a product
of a constant ao # 0 by a function g € V). Further, this decomposition
is compatible with the algebraic structure of U /U {n), since ag is a regular
function on U/UM). O

The group V(. is a variety biregularly isomorphic to the affine space of
dimension n — 1. More precisely:

Lemma 19. For every integeri, 1 <i< n—1, let g; be a formal series of
order i. Then every element of Vi) can be writien uniquely in the form of
a product

g == (1 + 3191) vt (1 + Gn--ignml)

where the a; are constanls. The map which sends g 1o (ay,...,80-1) 5 @
biregular map of Vi) to the affine space of dimension n — 1.

ProoF. Let g=14+b1t+ -+ by.1t" %, and let g1 = 1t + ---. Putting
ay = b1/cy, the quotient g/(1 + a1g1) = hy satisfies v(1 - h1) > 2. Next we
determine as such that the quotient A3 /(1+azg2) = ko satisfies v{1—A2) >
3, and so on. At each stage, the coefficient ¢; and the function h; are
determined by polynomial formulas, which are thus everywhere regular. [J

As an algebraic group, Vin) admits a composition sequence formed of
factors isomorphic to G,. Furthermore, we have:
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Lemma 20. The group Vi) is e unipoient group, isomorphic to the group
of matrices of the form:

(1 a1 QG das ... an...l\
0

I a1 a3 ... @Gn_g9
0 0 i 151 vew Qa3
0 0 0 1 ves @Bu_a
\o 0 0 o .. 1 /
PrOoOF. The isomorphism is obtained by making ¢ correspond to the nilpo-
tent Jordan matrix of order n. [

15. Structure of the group Vi, in characteristic zero

When the characteristic of the base field is 0, one can define the ezponential
exp(g9) =14+g+---+¢"/n!t+.-. of any formal series ¢ whose order is > 0,
and one has the usual formula

exp(91 + g2) = exp(g1) exp(g2).

Proposition 8. For every integeri, 1 <i < n-—1, lef ¢; be ¢ formal series
of order 2. Every clement g € Vi) can then be written uniquely in the form
of a product

-

g = E@(ﬂlgi) " ‘e@(an-lgn—l)

where the a; are constants. The map which sends g o {(a1,...,an-1) s @
biregular isomorphism from the algebraic group iy to the group (Gg)" L.

Proor. The existence and uniqueness of the above decomposition and
the fact that it furnishes a biregular map V(,y — (G,)""! are proved
exactly as in the case of lemuna 19. The only new point is the fact that the
group structure Is preserved, which follows from the formula exp(g1+9¢2) =

exp{g1). exp(g2)- u

Corollary. In characteristic zero, the local group U U is isomorphic to
the product G, x (Gg)* L.

16. Structure of the group Vi, in characteristic p > 0

One can no longer use the exponential series. In its place, we use the series

F(t)=exp (—(t+#/p+- -+ /5" + ).
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‘A simple computation shows that this series (with rational coefficients)
can be put mn the form of an infinite product

F(f,) — H (1 " tn)#(ﬂ}}*n,
(n,p)=1

where y denotes the Mobius function.

This second expression for F makes evident the fact that its coefficients
are p-adic tniegers; thus F' makes sense in characteristic p.

Now let £ = (g, 21,...) be a Will vector {of finite or infinite length),
and consider the product series

E(%) = F(z).F(z1)...

Coming back to the “phantom components” {9, 21 .. of 7, we see

that
E®) = exp(~+® — 20 /p— /g2 — ...

and, in view of the definition of addition of Witt vectors, this implies that

E(Z + §) = E(£).E(7)

if ¥ and 7 are of infinite length.

According to the principle of prolongation of identities, this formula re-
mains valid in characteristic p. For Will veclors, the funclion E replaces
the ezponential; # is the Artin-Hasse exponential, cf. [1}, [24].

If ¥ is a Witt vector and if { is a scalar, we denote by #.t the product of
Z by the Witt vector {1,0,...). The components of 7.t are

(zot, 212, . . 2,87 . ).
The sertes E(Z.t} is well defined and has value
E(Zd) = Fleet) Fet?) - = (L—zot+ - YI -2yt +--) - .
We can now announce the result which, in characteristic p, replaces

proposition 8.

Proposition 9, For every integer i prime 0 p and < n — 1, let r; be the
smallest integer r such that p" > nfi; choose a formal series g; of order 1.
Every element g € Vi) can then be put uniquely in the form of a product

g= |1 E@Gg)

where the a; are Wilt vectors of length r;. The map which sends g 1o the
a; 15 o biregular isomorphism from the algebraic group Vin) to the product
of the Witt groups W,,.

The proof is essentially the same as that of Lemma 19 and that of prop.
8.
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Corollary. In characteristic p > 0, the local group U JU (2} s wsomorphic
to the product of Gm by Witt groups.

17. Relation between J, and J: determination of the algebraic
structure of the group L.

We return to the hypotheses and notations of no. 13. The group R, is
the product of the local groups Up/ UEIF ) and, according to the preceding
nos., each of these groups is canonically endowed with an algebraic group

structure. The group Ry is thus also an algebraic group. Further, using
lermma 18, we have the decomposition

Bo= |] Gmp x [ Venry

Pecs Pes

where Gy, p denotes a group isomorphic to the multiplicative group and
attached to the point P. (This is a particular case of the decomposition
of a commutative linear group as a product of multiplicative groups and a
unipotent group.)

~ The diagonal group A of no. 13 is contained in the factor [lpes Gm, 2;
1t 1s even a direct factor, for, if P; is a point of S, one can write

H Gm?P — & x H ijpn
PeSs PSPy

The quotient gronp Hn = Ran/A is thus isomorphic to the product of

the Gy, p, P € S— P, and of Vingy P € §. We denote by § the canonical
bijection § : Hy — L. We have:

Theorem 3. The map §: Hyy — Ly is a bireqular isomorphism.

(In other words, the structure of algebraic group of Lo is obtained by
transport of structure from that of Hy, which we have just determined.)

PROOF. The proof is in several steps:

Lemma 21. Lel g and h be two rational funciions on X. For every
element X of the projeciive line A, let D), = (g+Ah) and let T be the subset
of A formed by the elements A € A such that Dy has a point in common
with 5. The map A — (D) is then a regular map from AT to L.

PROOF. After changing g and h, we can suppose that Dy = (g~ A). Then
let = Tr,(p); this is a regular map from A — T to J, (cf. chap. III), and

(D) = P(X) ~ ¥(o0)

which shows that A — (D)) is a regular map from A ~ T to Ju. As

#(Dx) € Im 3nd Ly, has the structure induced from that of Ju, the lemma
is proved. ]
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Lemma 22. The map 8 : Ha — La is regular.

ProoF. It suffices to show that each of the partial maps 0 : Gy,p — Ln
and 8 : Vinp) — Lm is regular. Let A € G p; by definition, 8(3) =
@((u))), where uy is a rational function on X congruent to A mod m at P
and congruent to 1 mod m at the points of § — P. But let v be a funclion

such that
{'u = 1mod m at P

v=0modm onsS-—2~

We can take vy = {A—1).w+1 and leruma 21 then shows that A — ¢((ux))
is indeed a regular map from Gy, p = A — {0,00} to L.

We argue similarly for Vi, ,): for each i, 1 <@ < np — 1, we choose a
function g of order 7 at P and of order > ng at Q@ € § — P. Lemma 21
shows that the map A; — @{(1 + A;g:)) is a regular map from A — {00} to
L, whence the result by applying lemma 19. ;)

Thus the map 6 : Hp — Ly Is a bijective and regular homomorphism.
In characteristic 0, these properties imply that it is biregular; it is not the
same in characteristic p (one can simply afficm that it is purely inseparable).
‘We must also prove that the tangent map to § is bijective, or what comes
to the same, that 8*(8) = 0 imphes 8 = 0 if 8 is an invariant differential
1-form on Ly {cf. chap. I, no. 11, cor. 2 to prop. 16). But the group Ly
is defined as a subgroup of the Jacobian Jy. Its invariant differentials are
induced from those of Jqu, a differential w inducing 0 on Ly if and only if
it comes from a differential on the usual Jacobian J. We are thus reduced
to proving this:

Lemma 23, Ifw is an invariant differential form on Jo not coming from
an invariant differential form on J, 8" (w) # 0.

ProOF. Let a = ¢*(w) be the differential induced on X by w. By virtue
of prop. & and its corollary 1, (¢} > —m, and « is nothing other than a
differential of the first kind. Thus let P € S be a pole of & and let n be
its order; we have 1 < n < np. First we suppose that n > 2 and let g be a
rational function of order n— 1 at P, of order > ngp at @ € S — P, and not
a p-th power. Let ¢ = Tr,(y); it is a regular map from A — {0} to Ju. On
the other hand, the map A —» 1 4+ Ag defines a regular map from A — {oo}

to Up/ Uglp ) (cf. lernmas 19 and 22), and by composition, a regular map
h: A—{oo} — Ju. From the fact that h can be factored by 0, it will suffice
to show that A*(w) # 0. But the maps A and % are related by the formula

h(X) = P(—1/A) ~ (o).

It will thus suffice to prove that ¥*{(w) # 0. According to lemma 4 of
chap. III, no. 6, ¥*(w) = Tr,{a). Denoting the identity map from A to A
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by A, the trace formula shows that

RE’SQ(A TI.‘Q(&)) = Z RBSQ(Q‘G:) = R.ESP(QH)
g{@Q)=0

which is # 0 in view of the hypotheses made on ¢ and @. Thus Tr,(a) 5 0
which completes the proof in the case n > 2. When n = 1, we take for
g a function = 1 mod m at P, and = 0 mod m on § — P; one shows that
Resi (A Tr,(a)) # 0, and finishes in the same fashion. m

Hemark. Thus Jy is an “extension” of the usual Jacobian by a linear group
L which -we have made explicit. For example, when m = 2P, Lo, = G,°
when @ = P+Q, P # Q, Ln = Grm. But the knowledge of J and of Ly is
evidently not enough to determine Ju: one must also determine the type
of the extension. We will come back to this in chap. VIL

18. Local symbols

Let g € Up with P € S; the element g defines by passage to the quotient

an element of Up / U}f‘;ﬂp ) , thus also an element of the group Han, which we
will denote by 7. )

Proposition 10. 4(7) = —(pm, ¢)p-
PrOOF. Let ¢’ be a rational function such that

{Q'Egmodm at P
g =lmodm onS—-P

-

By definition, (7) = p«((g')); on the other hand, properties i) and ii)

of local symbols show that
(pm,9)p = (Pm, 9)pP
(rpm,g")q =0 ifQ & S P,
Applying properties iii) and iv) of local symbols, we deduce
(pms )2 = = D _(pm 0)a = = 2 vo(¢)pa(Q) = —¢a((s)
QeSS QS

whence the desired result. L

Thus the map 6 : Hy — Ln is nothing other than the combination of
the local symbols relative to the points P € S (up to a change of sign).

We also note that if a map f : X ~» G factors as X — Ja Z G {cf.

thﬂn}. 2), we would have (f,9)r = F{(¢u,q)p), whence (f,g)p = —Fo
0(7). Thus the knowledge of the local symbols (f,g)p is equivalent io the
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knowledge of the restriction of F 1o L. We also obtain the fact that the
local symbols are regular functions of g with respect to the structure of

algebraic group on the groups Up /Uj(:,”*"),

19. Complex Case

We suppose that the base field k is the field C of complex numbers; the

algebraic structure of Jn then determines an anralyizc structure on Ja,

which makes it a complex Lie group. We propose to determine this group.
We will need two lemmas:

Lemma 24. Let G be a connected commutative algebraic group, let G' be
an analytic group, and let p : G ~ G be a finile connected covering (in
the sense of topology) of G which is a homomorphism of enalytic groups.
Then there exisis a unique algebraic group structure on G' compatible with
its analytic structure, and such that p is e regular rational map.

ProOF. Let N be the kernel of p; it is a finite group, and thus there
exists an integer n such that N C G, denoting by G}, the subgroup of
elements of order n of /. Muitiplication by » is a homomorphism of G
into itself whose tangent map is surjective. Thus it makes G’ a covering
of itself, with kernel the finite group G.; as N C G},, this homomorphism
defines by passage to the quotient a homomorphism & : G — G’ and the
composition po A is multiplication by n in /. The kernel H of A is finite,
and (' is identified with G/H; one can thus endow G’ with the gquotient
algebraic group structure. It is immediate that this structure satisfies the
imposed conditions and that 1t is unique. £l

Lemma 25. The hypotheses being those of the preceding lemma, let f :
X ~s (¥ be a continuous map of an irreducible algebraic vartety X to the
group G'. In order that f be an everywhere regular rational map, 2 1s
necessary and sufficient that po f be a regular rational map from X to G.

ProoF. The necessity is clear. Thus we suppose that po f = ¢ 13 an
everywhere regular rational map; from the fact that G' ~+ G is a covering,
we conclude already that f is holomorphic. Let X’ —» X be the pull-back
by g of the covering (in the algebraic sense) G' — G; by definition, X" is
identified with the subvariety of X x G’ formed by the pairs (z,¥') such
that g(z) = p(y’). According to a known result (cf. for example Weil [96],
Appendix), the connected components of X’ are the same for the usual
topology and for the Zariski topology. But the map f definesa holomorphic
section s of the covering X' — X by the formula s(z) = (z, f(z)). It
follows that s(X) is an srreducible component of X'. The graph of s in
X x X' is thus an algebraic subvariety and the projection s(X) — X is a
regular rational map which is an analytic isomorphism; it is thus a biregular
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1somorphism ([75], prop. 9). Thus the map s is regular, and the same is
true of f. Wi

Remarks. 1. One can avoid the recourse to [75] by using the fact that the
complete local rings of X and of s(X) coincide. If X is normal, one can
also invoke Zariski’s “main theorem” .

2. We have used the fact that an irreducible algebraic variety is connected.

for the usual topology. In the particular case of curves one can give a
very simple proof (Chevalley [15], p. 141). First of all, one can suppose
that the curve X is non-singular (since the image of a connected space
is connected) and complete (since a connected surface remains connected
when one removes a finite set of points). This being the case, suppose
that X has at least two connected components X; and X, and let P ¢
X1. Applying the Riemann-Roch theorem to the divisor nP, with n large
enough, we see that there exists a non-constant function J on X having
P as its only pole. The function f thus induces on Xqo an everywhere
holomorphic function, which is thus constant in virtue of the maximum

principle; this is absurd, for a non-constant rational function only takes
each value a finite number of times.

Return now to the Jacobian Jn. If T denotes its tangent space at the
origin, T is the dual of the space of invariant differential forms on Jm,
itself canonically isomorphic to 2(—m), cf. prop. 5. Thus T is mtrinsically
determined by X and m. Further, the exponential map exp : T — J,
makes T" a covering of J» whose kernel we will denote by Tn; it is a discrete
subgroup of 7.

OUne can describe the map Ym : X — 8§ — Ju in the following manner:
let Py be an origin fixed once and for all, and let P € X — 5. Choose a
path ¥ in X — S from P, to P. For every differential form w € 2{—m), the

integral f ; w (taken along v) depends linearly on w; one can thus identify
it with an element 8(y) of T. By definition,

(6(7),w) = [ w.

The element 8(y) only depends on the homotopy class of y on X ~ S and
thus defines a map
§:X-S—T
of the universal covering X-SofX—StoT. By 1t very construction, the
map exp o : X -5 — Jw has the same derivative as the composed map
X =8 X~8-» Jn. As both map P, to 0, they coincide.
This shows in particular that, if v is a cycle of degiee 1, the element

6(7) belongs to the kernel I'y, of exp : T = Jo. Thus we get a canonical
homomorphism

QZHI(.X—S)MI‘!“J
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where Hy denotes the l-dimensional homology group with integral coeffi-
cients.

Proposition 11. The homomorphism 8 is a bijection of H1(X — 5) with
L.

ProoF. Let s be the number of points of 5. Accar(.iing to what we have
seen in the preceding nos., the group Jn is an extension of J by a product
of s—1 groups Gy, and of some groups Gy. Thelﬁ.}nc'lamental group 7y {Jm)
is thus an extension of m1(J) by the group Z°7"; it is a free Abehz_-m group
of rank 2¢ + s — 1. On the other hand, one knows that H;(X) is free of
rank 2g, and the exact sequence of homology then shows that Hy(X — 5)
is free of rank 2¢ + s — 1. Since the two groups I'n = 71 (J} 3.1.1d ngX - S)
are free groups of the same rank, it will suffice to see that § 1s surjective.

Suppose that this is not so; then there would exist a subgroup I of L',
of finite index > 1 in Ty, containing the image of Hi(X — 5) by 5 Let
J' = T/ it is a finite covering of Ju. Furthermf:»re, the hyp?thesm that
I/ contains B(H1(X — §)) shows that the map pr lifts to a continuous (and
even holomorphic) map % : X — S — J'. Lemmas 24 and 25 show that

J! is canonically endowed with the structure of algebraic group for which

the map ¥ is rational and regular. Appiying_pmp. 14 of chap. I to 1P,
we see that m is a modulus for ¥ and according to thm. 2 there exists a

homomorphism F : Jm — J' such that ¥ = F o P TE}e cc.:rmpasitian of
F with the projection J' — Jn is thus the identity, which is absurd and

finishes the proof. L]
Identifying I'm with Hi{X — §) by means of #, we have:

Corollary. The gr;:mp Jo s analytically isomorphic 1o the quotient of the
dual of Y—m) by the discrete subgroup H1(X — 5).

For the usual Jacobian, this is a well known result.

Remark. 1In general, the analytic struf_:tu:re of Jm d'oes not deiern;mlﬁ
uniguely its algebraic structure. Indeed it is easy to give examples of al-
gebraic groups having non-algebrazc ana{yt:c automafphzsms (thﬂ{ g‘m!}lfp
G, x Gy) and also examples of algeb}f-alc groups which are ana yizcat‘y
isomorphic without being algebraically :s?mfarphtc (G x G Is aénaly i-
cally isomorphic to an extension of an elliptic curve J by a group a)-



§4 Comnstruction of generalized Jacobians: case of
_an arbitrary base field

20. Descent of the base field

Let k; be an extension of 2 field k and let V be an algebraic variety defined
over};gék; (we also say a ky-variety). “To descend the base field of V from k
t; kI means to find a k-variety W which is biregularly isomorphic to V ovei'
di ﬁn:d(};i:: ;i:?rds, one should have a biregular isomorphism f: W — V
We suppose from now on that k; is a finite Galois extension of k: let g
be zts Galois group. If ¢ is an element of g, we denote by V7 the ;ariet
abtagned ﬁ'on{ V by means of ¢. From the point of view of Faundaﬁan{:
[87],§_Ewhere V 1s defined by charts and glueings u;;, the variety V7 is defined
by the same charts and by the glueings u;; from the point of view of the
sche;nas of Chevalley [11], V¢ is defined by the same field and the same
p}acgs as V', only the structure of kj-algebra being modified by ¢. This
also applies to W, but from the fact that W is a k-variety, one can i;lentify

W and W?. The transform f° of f b ' ; :
y cisthusa b '
fmm W to V7, and this permits us to put tregular isomorphism

ho=f70 f7N *)
The h,, ¢ € kq-1 i 1
iden@ty o g are ky ijaomorphxsms of V to the V7 they satisiy the
hcrr = (hU)T o h'r* (**)
hWt;. are fﬁhus led to make precise the notion of descent of the base field in
the following manner: given kj-isomorphisms A, ; V — V¥ satisying (*%)

we séek a k-variety W and an isomorphi . . o
S N phism f : W — V satisfying (*). It i
this precise problem that we will consider from now on. fying (%). It is

Proéositi{)n 12.

a) If descent of the base field is : : o ‘
possible, its solut
kiisomorphism . ‘o 13 unique, up to a

a) Descent of the base field is : . .
possible when the variely V is the un:
G)gfﬂe opens U; defined over ky such thai o of

he(Us) C U7 (¥+%)

iﬁfh{?g Lﬁtﬁf : W — V and ff : W — V be two solutions of a descent
- e ase eld and let ¢ = f~! o f'; by hypothesis, ¢ is a biregular
isomorphism, defined over k;. On the other hand, the formulas fPo f-l =

he = f'7 o f' show that ¢ = -
¢ = ¢ for all ¢ € g, whence the fact .
deﬁngd over k, which establishes a). e fact that ¢ is
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To prove b}, we can limit ourselves to the case where the variety V
is affine; let A be its coordinate ring, considered as a ki-algebra. The
coordinate ring of V7 is nothing other than A, considered as ki-algebra
by means of o, and to give the isomorphism A : V — V¢ is equivalent
to giving an automorphism 7 of A4 extending the automorphism o of k;.
Condition (**) means that &7 = 7.7, In other words that the group g acts
on A. Let B = A® be the set of elements of A invariant by the actions 7,
o € g Since [k 1 k] < +oo, the ring Als a k-algebra of finite type, and
every element of A is integral over B. According to lemma 10 of chap. 111,
it follows that B is a k-algebra of finite type. Let W be the affine k-variety
having B for coordinate ring. To show that W answers the question, it
suffices to prove that the algebra B ®g ky 1s identified with A. This follows
from the following well-known lemma:

Lemma 26. Let E be a ky-vector space and suppose given for every o € 8
@ o-linear bijection & of E to itself such that T = 0.7 If F denotes the
set of elements of E invarignt by the operations 7, Exz=F®ik. (In other
words, E has & basis of elementis tnvariant by the F.)

PrOOF. We recall briefiy a proof of this lemma. Put » = {k1 : k] and
let C be the endomorphism algebra of the k-vector space kj. The scalar
multiplications form a subalgebra of C which can be identified with k;. On
the other hand, the k-linear combinations of elements of g form another

- subalgebra D of C. Let §: k1 Qe D — C be the k-linear map defined by the

product. The theorem on the independence of automorphisms shows that ¢
is injective, and as by @z D and C both have dimension r#, we conclude that
8 is bijective. This shows that k; ®¢ D, endowed with a suitable algebra
structure (that of the “crossed product”) is a simple algebra. But giving
the operations & endows E with a ky @z D-module structure. According fo
a well known result, it follows that E is the direct sum of simple modules
all isomorphic to k1, which shows that E is of the form F @z k1, and finishes
the proof. (See Bourbaki, Algébre, chap. VIII for more details.) ]

Corollary 1. Descent of the base field s possible when the vartely V
satisfies the following condilion:

(¥***) Fvery finite subset of V formed of points algebraic over ki s con-
tained in an affine open whick is algebraic over ki

ProOF. We first note that in the condition (***¥) we can require that the
affine open be defined over k;: it suffices to replace it by the intersection of
its conjugates over k1. To prove that (¥} (3] et z be a point of
V algebraic over ki, and for each ¢ € 8 choose an extension of ¢ to k1 {z)
which we again denote by o. The point 2% is then well defined and belongs
to V7. If we put y, = h;1{z?), condition (****) shows the existence of an
affine open U/ of V containing all the ¥,. Furthermore, according to what
was said at the beginning, we can suppose that U is defined over k3. Then
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put
U =R (U) .

The open U’ is an affine open of V defined over k; and contains the point
z because 7 € A,(U). A direct computation shows that he(UTy = U'°
The opens U’ thus have all the required properties and, since they cavez:
the set of points of V algebraic over ky they also cover V itself. [

Corollary 2. Descent of the base field is possible when V is:

1) either a locally closed subvariety of a projective space
i1} or @ homogeneous space for an algebraic group G defined over k.

'I:’RQ{}E; We show that in each case the condition (****) holds. In the case
i}, let V' be the closure of V, and let ¥ = V — V. The set F is defined over
an algebraic extension K of k;. An elementary argument then shows that
for every sufficiently large n, there exists a homogeneous polynomial & r.:n}
degree n with coefficients in K which vanishes on F without vanishing on
any of the points of the given finite set S. The set I/ of points of V where
Iff de;gs) not vanish is then an affine open answering the question {(cf. FAC,
0. 52).

In case ii), we choose an affine open Uy of V defined over k; and, for
every s € S5, denote by A; the set of ¢ € G such that g.s € Uj. Thr; A
are non-emply opens of G and thus have a point ¢ in common that one

can suppose to be algebraic over k;. The set U = g™, then answers the
guestlion. ]

Remark. The preceding results are entirely analogous to those of chapter
III‘, no. 12, relative to quotients of a variety by a finite group of automor-
_Phlsms. The method that we have followed moreover amounts to consider-
Ing V as a variety over k (necessarily reducible—its components correspond

to the V) and passing to the quotient by the group of antomorphisms de-
fined by the operations A, .

21. Principal homogeneous spaces

Let GG be‘ an algebraic group defined over a field k. A homogeneous space
fff -for G is a non-empty algebraic variety on which the group G acts tran-
Slﬁl}’e}y; m other words, one is given a map (g,h) — ¢.h from G x H to H
which is everywhere regular and satisfies the usual identities

Lh=h g(g'h)=(g4")h,

and such that, for every A € H, the map g — ¢.h is a surjection from G
to H. If H and the map G x H ~» H are defined over k, one says that

the homogeneous space H is defined over k or that H is a k-homogeneous
space.
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{Note that a homogeneous space is not necessarily of the form G/G,
where G is an algebraic subgroup of G. Indeed, to identily H with G/G”
one must first choose a point A € H which is rational over k, and such 2
point may very well not exist. Even if it does exist, we get a map G/G’ - H
which in general is not an isomorphism, but only a purely inseparable map |

A homogeneous space H is called principal if g.h = h implies g = 1, and
if the map which, to every pair (A, ') of points of H, assigns the unique
element g € G such that A’ = g.h is a regular map of H x H to G. If this
map is defined over k, one says that H is a principal homogeneous space
defined over k.

When H has a point rational over k, say Ag, the map g ~ g.2o is 2
biregular isomorphism of G to H; one can say that H is the “affine space”
associated to the group G. Over an algebraically closed field, there is
thus no essential difference between “principal homogeneous space” and
“group”. It is not the same over an arbitrary field; the classes of principal
homogeneous spaces over G form a set analogous to the “Brauer group”
and depend on the arithmeitic properties of k. More precisely, this set
is isomorphic to H(g,,G,) where g, denotes the Galois group of ks/k
(ks being the separable closure of k), and where (G5 denotes the group of
points of (G rational over K,. Of course, the cohomology should be defined
by continuous cochains where one endows g, with its natural topology as a
Galois group and G, with the discrete topology (cf. Lang-Tate [54]). When
k is a finite field, H'(g,,G,) is trivial, as we will see in chap. VL. This is no
longer true in the case of a number field or of p-adic fields, ¢f. for example
Tate [84].

29. Construction of the Jacobians J, over a perfect field

Let k be a perfect field and let k be its algebraic closure. Let X be a curve
defined over k and let m be a modulus on X; we will suppose that m is
rational over k (cf. §1). Since k is perfect, this means only that the points
of the support S of m are algebraic over k& and that m? = m for every
element ¢ belonging to the Galois group of k/k. We are going to show
that, with these conditions, the Jacobian Jn can be defined over &.

We know in any case that Ja can be defined over the field k, as can
the canonical map ¢m : X = Ju. As the construction of an algebraic
variety requires only a finite number of constants, we immediately deduce
the existence of a finite extension k;/k such that the variety Jmn, its group
law, and the map pm are defined over k;. After enlarging k3, we can
suppose that ky is Galois over k; let g be its Galois group.

We are now going to apply the procedure of descent of the base field
of no. 20 to the variety Jm. For that, let ¢ € g and let 63, : X' — Jm?.
The map ¢% admits the modulus m® = m, thus factors as pg, = Ay, 0 @,
where hy | Jm — Ju® is an “affine” homomorphism. A prior: the map Ay
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is only defined over k. In fact, f e is 2 ki-automorphism of k, 9% = gu,
Pm = @r, Whence ¢ = h% o yn and the uniqueness of A, shows that
hs = he, that is to say that h, is defined over k;. The same unigueness
shows that the formula h,, = (h;)” o b, holds. Thus we can effect a
descent of the base field by means of the 2, and we get a k-variety that
we will designate Jn(!). We can proceed in the same manner with the
homogeneous part A of the affine homomorphisms A,. Thus we get by
descent of the base fleld another k-variety, which we will denote J.(¥.
From the fact that the AL are homomorphisms for the group structure, the
group law of J (9 deduced from that of J. is defined over k. Similarly,
we see that Jo (1 is a principal homogeneous space defined over k and that
the map @m : X — Ju(V is defined over k.

Here again, we can characterize o : X — Jo(1) by a universal properiy.
Generally, let H be a principal homogeneous space for a group G and let
f be a map from a curve X to H. If D is a divisor of degree ¢ on X,
prime to the set of points where f is not defined, we can define f (D) as an
element of the group GG. In particular, it makes sense to say that f admits
a modulus m: we should have f(D) = 0 each time that D ~ 0.

Proposition 13. Let f : X — H be o rational map from a curve X o a

prencipal homogeneous space H for a group G. If f admits the modulus m!
f can be factored as

fmﬁr.);)am

where 8 : Jo' — H is an affine homomorphism. This decomposition is

unique. Furthermore, if f is defined over an exiension k' of k, the same is
irue of 9.

Proor. The existence and uniqueness of § do not involve the base field,
and have already been proven (thm. 2). Thus suppose that f is defined
over an extension k' of k and let k” = k' .k be the compositum of k¥’ and E.
We first show that 4 is defined over k”. Since k" contains £, we can identify
Ju'?) with Jo, and the construction of 6 given in the proof of thm. 2 (as the
composition Jo — X} — H) shows that § is defined over k”. As k" is
Galois over ¥, it suffices now to see that #% = @ for every k’-automorphism
« of the universal domain. But f = 6% ¢ yq since f and wn are defined
over k', whence 8% = § applying the uniqueness of . - u

Corollary. The map om : X — Ju'?) is characterized up to k-zsomorphism
by the property of prop. 13.

Remark. The preceding arguments have a more general application: they
show that every “cafonical” construction can be effected over the base field
of the initial variety when this field is perfect. For example, we return to
the situation of no. 5 and let Y be a birational group defined over a perfect
field k. Lemma 8 (proved directly by Rosenlicht for an algebraically closed
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field) shows that Y is birationally isomorphic over k to a uniquely defined
algebraic group G. Applying descent of the base field to G, we deduce that

. (7 can be defined over k, which proves lemma 8 for the case of a perfect

field.

23. Case of an arbitrary base field

As the case of a perfect base field will suffice for what follows, we limut
ourselves to some brief mdications.

Let k be an arbitrary field and let k, be its separable closure (that is to
say the composite of all the separable algebraic extensions of k). Let X
be a curve defined over k and let m be a modulus rational over k. One
begins by constructing the Jacobian Jn over the field k;, imitating the
construction given in §1 in the case of an algebraically closed field. The

construction rests solely on the possibility of choosing a point Py away
from S and rational over k, which is still possible over k, by virtue of the

following lemma.:

Lemma 26. FEvery algebraic variety Y defined over ky has a point rational
over k.

(Applying this result to the opens of ¥, we see that these points are
dense in Y.)

PROOF. We sketch the proof of this well known result. Let K be the field

of rational functions of ¥ over k,. It suffices to show that, for a model

Y of K, the points of Y’ rational over k, are dense. Let f;,...,f, be a
separating transcendence basis of K over k, and let ¢ be a generator of
K/k(fi,..., fn). The function g satisfies an algebraic equation

a(]gm“i"""]'ammg aieks(fla-“:fﬂ)}

whose derivative does not vanish identically (by the definition of a sepa-
rating transcendence basis). If we take the subvariety of afline space of
dimension n + 1 defined by the preceeding equation for the model Y’ of
K, every point of Y’ whose first » coordinates belong to k; and such that
neither the derivative of the equation nor ap vanish, belongs to k,. As these
points are visibly dense in Y/, this proves the lemma. 3

Once the Jacobians Ju are defined over k,, descent of the base field from
ks to k is made by exactly the same procedure as in the preceding no. and
one c¢an thus prove prop. 13 for an arbitrary field.
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Bibliographic note

The theory of the usnal Jacobian has its source in the theorems of Abel and
Jacobi; from this point of view one could say that the “generalized Jacobi
problem” treated by Clebsch and Gordan ([20], §43; see also the exposé of
Krazer and Wirtinger [47], §XIII) is at the origin of generalized Jacobians.
These are mentioned explicitly for the first time by Severi ([81], chap. II) in
the case of ordinary singularities (the base field being C, of course). Severi
studies their analytic and algebraic structures (without always separating
the two), and observes that these varieties are birationally products of the
usual Jacobian with linear varieties. The paper of Rosenlicht [64] takes up
the question m the most general case (from the point of view of singularities
as well as of base field); most of the results of this chapter are due $o him.

The method used by Chow [18] for constructing the usual Jacobian can
also be used for generalized Jacobians following Igusa [38]. In the memoir
of Igusa, generalized Jacobians appear as “limits” of usnal Jacobians; the
same 1s frue of the analytic fibrations with exceptional fibers of Kodaira
[44} and their algebraic analogues (Néron {119], Raynaud {121]).

The structure of the group of invertible elements of k[[T7] has been clar-
ified by Artin-Hasse, Whaples, Diendonné, etc. There is a bibliography in
the note of Dieudonné [24].

The theorem on descent of the base field was implicitly used in several
memoirs of Chatalet (see in particular [14]), but without sufficient justifi-
cation. It was made explicit and proved by Weil [95].

CHAPTER VI
Class Field Theory

§1. The isogeny z — z2? —

1. Algebraic varieties defined over a finite field

Let k be a finite field with ¢ = p" elements and let V be an algebraic
variety defined over k (or, as one also says, a k-veriety). Suppose that
V is defined by charts U; (isomorphic to affine k-varieties) and changes of
coordinates uy; (with coefficients in k). If £ = (21,...,2-) is a point of an
affine space, we write Fz, or 9, for the point with coordinates (z{, ... im?. .
The map z — Fz commutes with polynomial maps with caefﬁa_:ients in k.
In particular, it maps each of the U; into itself and commutes with the Uij;
therefore by “glueing” it operates on V. The image of a point z € V will
again be denoted F'z or oY,
-Let us give another interpretation of this map F: '

Generally, let V be an algebraic variety defined over an algebraically
closed field K (for example k, or even a universal domain £2). The auto-
morphism z — o of K transforms V into a variety that one can denote
V? (at least when there is no confusion with the product of p copies e::f V)
and there is a canonical map 8§ : V — V?. This map is bijective, bicon-
tinuous and identifies the regular functions on V? with the p-th powers of
regular functions on V (which gives a particularly simple description f:rf /44
from the point of view of sheaves). One can say that § : V — V? 1s the
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“maximal height 1 purely inseparable covering” of V?. (We have already
mef, it several times in this form, cf. chap. III, nos. 8 and 14.)

Repeating this construction n times, we get a map §° : V — VY which
is purely inseparable of degree ¢*™ V. If in addition V is defined over k,
the varieties V and V! are canonically isomorphic, and composing 8" with
this isomorphism we get the map F defined directly above.

Proposition 1. The k-variety structure of V is unambiguously defined by
its structure of variety (over §2) and by the map F.

Proor. Indeed, it is immediate that the rational functions defined over k
are characterized by the equation

foF = f%, [

[Although trivial, this proposition will play an essential role in what
follows. Because of it, varieties defined over a finite field are often as easy
to study as those defined over an algebraically closed field.]

I W 1s a subvariety of V defined over an extension K/k, the image FW
of W by F is a subvariety of V and W is rational over k if and only if
FW = W, the same holds for an arbitrary cycle. In particular, the set V3
of point of V rational over k is the set of fired poinis of F.

If V and V’ are two varieties defined over k, and if ¢ : V — V' is
a rational map with graph W, there is one and only one rational map,
denoted ¢, with graph FW: ¢ can also be characterized by the formula

o o F = Foyp.

We have po F'= F o p <= o = o == o is defined over k.
All of these properties can be checked immediately starting from one or
the other of the definitions of F given above.

2. BExtension and descent of the base field

The notations being those of the previous no., let k1 /k be a finite extension
of k of degree m. The field %; is a field with ¢™ elements and a map
Fy : V — V corresponds to it. It is clear that F, = F™,

Conversely, given a variety V defined over ky and amap F:V — V of
V to itself, we ask under what conditions one can descend the base field of
V to k (in the sense of chap. V, no. 20) such that F is the corresponding
map © — z7. We will suppose for simplicity that the condition of cor. 1 of
prop. 12 of chap. V is satisfied {every finite subset of V which is algebraic
over k; 1s contained in an affine open subset of V algebraic over k).

Proposition 2. Under the preceding hypotheses, it is possible to descend
the base field if and only if F' is of the form po 8, where § : V — V7 is the
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canonical map of V lo V? and where ¢ 15 a lireqular isomorphism from V74
to V.

Proor. The necessity is obvious. To prove the sufficiency, we are going to
apply the result of chap. V, loc. cit. The Galois group g of k1 /k is cyclic
of order m, generated by the automorphism defined by a(A) = A?. Descent
of the hase field is determined by isomorphisms A, : V - V%, o € g,
satisfying the “cocycle” condition

hop = (ha)ﬁ o hg, cf. chap. V, no. 20. (¥*)

Because the group g is cyclic, the system of the b, is determined when
one knows A = (h,)"?, and condition {(**} is then

hoh®o...0h®" =1 (identifying V and Vo = V7 ). (s«

We take for h the map @ such that F == ¢ 0 8. The relation #™ = £
shows that F commutes with Fy, thus is defined over %1, and the same is
true of A = . It remains to check (**). For this, we first note that, for
every map p, one has p” o § = § o p. Using this formulaand the definition
of h, we arrive at

(hoh®o...0h”" Yof™ = F" = F
and since §™ = Fy (taking into account the identification V = VeT), this
establishes (**). Thus we get a structure of k-variety on V and its very
construction shows that the corresponding map F Is the given map. ]

3. Tori over a finite field

We indicate, by way of example, how prop. 2 can be applied to the classifi-
cation of fori over a finile field k (such groups are encountered in particular
in the local part of generalized Jacobians of curves defined over k).

Thus let V be a torus of dimension r, in other words {(G,,)". We seek
to descend its base field from &y to k, in such a way as to obtain an el
gebraic group over k. This amounis to restricting to operabions F which
are endomorphisms of (G,,)"; but such an endomorphism corresponds to
a square matrix of degree r, with coefficients in Z. ldentifying F with the
corresponding matrix, the factorization condition of prop. 2 translates to
the relation F = ¢.® where @ is an invertible mairix (i.e., an element of
GL(r,Z)); the condition F™ = F| trauslates to ™ = 1. Thus, k-groups
isomorphic over k to (Gy,)" correspond to elemenis of finile order in the
group GL(r,Z); two such groups are k-isomorphic if and only if the cor-
responding matrices are conjugate in GL(r,Z}. Thus we get a bijective
correspondence between classes of such groups and classes of representa-
tions of degree r with integral coefficients of a finite cyclic group. When
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the order of this group is a prime number [, these representations can be
completely determined using the ideal class group of the cyclotomic field
Q(V1), cf. Reiner [62].

(We point out, following Tate, a more intrinsic definition of the repre-
sentation associated to a k-group G of the type above: one considers the
discrete group X (G) of rational characters of G, defined over k (séminaire
Chevalley [17], exposé 4), and lets the Galois group of k/k act on X(G).)

Knowledge of the matrix & associated to & permits us to treat various

questions about . For example, the number of points of G rational over
kn, the extension of k of degree n, is

B=r
va(G) = det(g" ~ @") = 3 (~1)"¢" "M BT (n, )"
ol R R 7
where A1, ..., A, are the eigenvalues of ® (which are roots of unity}). From
this we deduce the computation of the zele function of G-
h=r
CG(E;;‘:) = H H (1 - }‘51 T }‘fh qr_kt)(m‘.i)h* |
he=0§1 <o <ia

where we have pui, as usual, t = ¢7°. If we denote the A-th exterior power
of the matrix @ by @3, this formula can be written simply as

h=r

Cols; k) = [] det(1— g7 Ped,)-0""" (1)

¥t

The factors det(1—g"~*1®}) are of the same type as those which occur in
Artin’s non-Abelian L-functions. This can be made more precise as follows:

Given a finite Galois extension L/K of a number field K, let g be its
(valois group and let M be a homomorphism of g to GL(r,Z). Using the
representation M, we descend the base field of the torus (G,,)" from L to
K, thus obtaining an algebraic group G defined over K. If p is a prime
ideal of K, the group G defines by reduction modulo p a group G, of the
type above (this holds for almost all p). The matrix ¢ associated to G is
none other than M(ogy), where o, € g denotes the Frobenins substitution
(8, L/K) attached to p {defined up to an interior automorphism). Put

Cols) = H Ca,(s)  (defined up to a finite number of factors):
p

this is the Hasse-Weil zeta function of G. Formula (1) above gives this zeta
function explicitly as

=T

Cals) = H Lp{s —r+ h)(_l}h (up to an elementary factor)  (2)
h=0

denoting by L, the Artin L-function attached to the representation of g
given by the h-th exterior power of the representation M. Note that this
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function depends only on the representation M from the rational point of

view, in other words it does not change when (& 1s modified by an 1sogeny.

Formula {2) gives a typical example of what happens to a zeta function
after a descent of the base field. For other examples (elliptic curves or
Abelian varieties with complex multiplication, cubic surfaces), see Deuring
[21], Shimura-Taniyama [82], and Weil {92].

4. The map z — z ' Fz :

Let k be a finite field with ¢ elements, and let G be an algebraic group
defined over k. To avoid any confusion between z? and the ¢-th power of
z in G, we systematically use the notation Fz.

Proposition 3. The map ¢ — ¢~ Fx is surjective if G is connected.

PrOOF. More generally, for y € G, consider the map uy, from G to &
defined by

uy(z) = 2 yFua.

Since F : G — (§ factors as G — G — @, its differential is identically
zero; from this we deduce that d{u,) = d(z~')yFz, thus that the tangent
map to uy is everywhere surjective. A fortiori, uy 1s generically surjective,
and u,{G) contains a non-empty open subset Uy. If now 2z 1s any point of G,
the hypothesis that G is connected implies U, (U # 8. Let t € U, (V.
We have t = 2™ 12Fz and t = y~* F'y, with 2,y € G. Putting u = yz~*,

we find

z=u"tFuy

which proves the proposition. 0

Corollary 1. Every homogeneous space for GG defined over k has o rational
point over k.

Proor. Let H be the homogeneous space in question and let 2 € H. Since
H is homogeneous, there exists ¢ € G such that A = g.Fh. By prop. 3,
there exists ¢ € G such that g = ¢~ *.Fz; thus z.h = Fz.Fh. Because
G x H — H is defined over k, we have Fo2 Fh = F{zh) and the equation
z.h = F(x.h) shows that z.h is a point of H rational over k. 1

Ezamples. Every Severi-Brauer variety [14] over a finite field is trivial, Ev-
ery lnear algebraic group defined over & has a Borel subgroup defined over
k (for the set of these subgroups is naturally endowed with a homogeneous
space structure).
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u v
Corollary 2. Let 0 ~» G~ G = G" — 0 be an ezact sequence of
connected algebraic groups, defined {as well as the homomorphisms u and
v) over a finite field k. The sequence

) v )
0w Gy = G = G — 0
is then exact,

(Recall that, if V' is a variety defined over k, we denote by Vi the set of
points of V rational over k.)

PROOF. 'The only mon-trivial fact is that G, maps onto G¥. Thus for
" € Gy, let H be its inverse image in G’; this is a class modulo G. Thus
it is a homogeneous space for G and the fact that Fz” = z" shows that
FH = H, ie., that H is defined over k. Corollary 1 then shows that H
contains a point z’ rational over k, which proves the result. 3

{Of course, the hypothesis that G is connected is essential, We will see
later what happens when G is a finite group.]

5. Quadratic forms over a finite field

We are going to see how prop. 3, applied to the special orthogonal group,

gives the classification of quadratic forms over a finite field.

Let V be a vector space of dimension n over k, and let Q be a non-
degenerate quadratic form on V. We suppose to start that the character-
istic p of k is # 2. The discriminant A of Q is then an element of k*/k*?,
a group which can be identified with {+1,~1} by the map X — )\{¢-1)/2,

Proposition 4. Two quadratic forms Q and Q' are equivalent if and only
if they have the same discriminant.

(Thus we get a complete classification of quadratic forms over k: such
a. form is a.l’:ara,ys equivalent to a form of the type 2§ + ... 4+ 22_, + g22,
where g 1s either a square or a non-square.)

ProoF. We suppose at first that the discriminant A is equal to 1, and
show that Q is equivalent to the form z? 4 ... -+ 22 on the vector space
E = k™. This equivalence holds in any case over the algebraic closure & of
k, by the elementary theory of quadratic forms; thus let v : £ — V be an
isomorphism from E to V defined over k. Choosing an orthogonal basis ¢;
of V, we immediately see that det(u)? = A. Then we form the linear map
v = ! Fu and we have

det(v) = AV2AYZ = Al-1/2 = 49,
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Furthermore, it is clear that v € O(F), the orthogonal group of E. As the
special orthogonal group SO(E) is connecied, prop. 3 applies and permits
us to write v as v = w1 Fw, with w ¢ SO(E). Putting v’ = u.w™?, we
get an womorphism from EF to V which is invariant under F, and is thus
defined over k, which proves the proposition in this case.

When the discriminant A is not a square, one argues similarly, replacing
the form 2§ + -+ -+ 22 by the form 22 4 .- -+ 22_, 4 gz2 where g is not a

‘square. [

{instead of using prop. 3, we could have used cor. 1, remarking that the
set of quadratic forms on V with a given discriminant naturally form a
homogeneous space for the group SO(E).]

When the characteristic is 2, one must separate the cases n even and n
odd. In the first case, O(FE) has a connected subgroup O, (F) of index 2
and one finds again two types of quadratic forms, characterized by their
Arf invariant. In the second case, O(F) is connected and there is only one
type of guadratic form. For more details, see Diendonné {22}, chap. I, §16
and chap. 11, §10.

6. The isogeny z ~ 27 — z: commutative case

Suppose now that G is a commaulative group; we will write the law of
composition additively, There is thus no confusion possible in writing z¢
in place of Fx.

Proposition 3. ILet by be a fintie exiension of k and lel ¢ be the Galois
group of kifk. If G is a connecled, commutative, algebraic group defined

over k, then
H™g,Ggy) =0 for all m > 1.

(Here we mean the cohomology of the finite group g acting in the obvious
way on the points of G rational over k;.)

ProoF. The group ¢ being cyclic, the groups H™(g, G, ) depend only on
the parity of m. For m = 1, we must show that every element of trace zero
1s of the form ¢ — 9. Thus let ¢ € G, so that

g-}*gg—}u---}»g?w;m(}, with n = [k : k).
By prop. 3, we can write ¢ = ¢9 — &, with = € G. The preceding formula

then gives
1

(¢ — )+ +{z? —z? )=0
so 9 = z; this means that z € Gr,, and Hl(g,(}'k,) = 0. Buf because
G, is a finite group, Herbrand’s lemmae ([16], §10) shows that H*(g,Gx,)
has the same order as H(g, G, ), which proves the proposttion. [
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Corollary. Every element of G is the trace of an element of Gy, .

Proor. This merely expresses the fact that H%(g, Gy,) is trivial. [

Direct PROOF. Let p{z) =z + 27+ .- + 22" The differential of the
homomorphism ¢ is equal to that of z, which shows that ¢ is surjective.
If y € Gy, we choose z € (G such that p{(z) = y and the equation y% = y
shows that ¢ € Gy,. 3

We return to the map p(z) = 29 — x. The proof of prop. 3 (based
on the computation of the differential of p) shows that p 1s separeble,
Furthermore, since & is comumutative, it is a homomorphism of G to itself
its kernel 1s the set of ¢ € F such that 7 = ¢, which 18 (G5, Thus, we have
alt eXact sequence

0 — G — G = G — 0,

‘This exact sequence makes G a covering of itself which is clearly Abelian
(over k), the Galois group being the group of translations ¢ — =z + q,
a &€ Gr. We are going 1o see that this covering is the largest which enjoys
these properties (which suggests an analogy with the “absolute class field”

of Hilbert—ithe precise relation between them will be discussed in §§4,5,
and 6).

Proposition 6. Lei 8 : ' — G be a separable isogeny defined over k. The
follownng four condilions are equivalent:

1) The extension k(G')/k{G) defined by 8 is Galois.

1) The extension k{(G')/k(G) defined by § is Abelian.
ii1}) The kernel of 6 is coniained in G%.

iv} The isogeny 6 is ¢ quotient of the isogeny p : G — G.

If these conditions are salisfied then the Galois group of the exiension
k(G k(G) is the group of translations ¢ — & + a, where a runs through
the kernel of 0.

PRoOF. i1} == i} trivially. i} ==3 i) because, if ¢; are the elements of the
(alois group, the ¢; transform every rational point into a rational point
and as the elements of §-1(0) are the transforms of 0, they are rational.
Finally, iil) == ii} because the translations ¢ —+ £ + a, a € 671(0), are
defined over k and are k(G)-automorphisms of k{G"), equal in number to
the degree of the extension. Thus 1), 11} and iil) are equivalent.

We have iv) == 11} because every subextension of an Abelian extension is
Abelian. Conversely, suppose iii) is true and let ¢’ : G — G’ be the isogeny
z — 29 2 of G'. Because @ is defined over k, there is a commutative
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diagram

Y

G — @G,

As the kernel of § 1s contained in that of g/, namely G, the map g’ defines
by passage to the quotient a homomorphism « : G — G, and thus we have

a &
factored p : G- Gas G —- G -G, [

Remark. When the group & is no longer assumed to be commutative, the
map

p(z) =z~ Fz

is not in general a homomorphism. In any case, p{z) = p(y) if and ounly if
¢ = y mod G and ¢ defines an isomorphism from the homogencous space
G/Gr to G. In particular, p : G — G i3 an uwnramified Galois covering,
which has properties very close to those of an isogeny.

§2. Coverings and isogenies

7. Review of definitions about isogenies

Let k be a field, k its algebraic closure and let V be a normal, irreducible,
algebraic variety defined over k. Let K = k(V) be the field of rational funec-
tions on V. One knows that the notion of a covering of V is a birational
notion, in other words it depends only on the field K. More precisely, let
L/K be a finite separable extension of K {we hmit ourselves to separable
coverings, because we want to study those which are Abelian). The nor-
malization W of V in L 1s the variety whose local rings are those obtained
by decomposing the mtegral closure in L of the local rings Op of points
P ¢ V. One can similarly define reducible coverings, taking instead of the
field I a product [] L; of separable extension fields L; of K (in other words,
one is given a separable commuiative algebra over K).

The variety W thus defined comes with a projection 7 : W — V. One
says that it is the covering of V corresponding to the extension L/K; we
will carry over to W all the terminology of extensions of fields: one says
that the covering W is Galois, Abelian, of degree n, etc., if L/K is so.

If W is Galois with Galois group ¢, the elements o € g define automor-
phisms of W and V is identified with the guotient variety W/g (cf. chap.
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I, no. 12). Conversely, if g is a group of automorphisms of a normal vari-
ety W, the projection W —+ W/g makes W a Gralois covering of W/g with
Galois group g.

One says that a point P € V' is unremified in W if it is the Image under
© of n points of W (with n = degree of W). If no point P is ramified, one
says that the covering is everywhere unramified. If the covering is Galois

with Galois group g, this is equivalent to saying that the elements of g

other than the identity element act on W without fixed points.

Let V' be another normal variety and let f: V' —+ V be a rational map
such that f(V") is not contained in the set of ramification points of V. After
removing these points, there inverse images by f, as well as the points where
f 18 not regular, we can suppose that W — V is everywhere unramified
and that f is everywhere regular. Then in the product W x v/, let W’
be the set of pairs (v/,w) such that ={w) == f(v'). It is immediate that
the camonical projection ' : W' — V/ makes W’ an unramified covering
of V', of the same degree as W, Galois if W is and with the same Galois
group. One calls it (as is common in topology) the pull-back of W by f , and
denotes it f*(W). Of course, this covering is not necessarily irreducible; it
decomposes in general into irreducible components which are conjugate if
the covering is Galois. In the particular case where V' is a subvariety of
V and where f is the canonical injection of ¥V’ into V, the covering W' is
none other than »=*(V'). ‘ _

All of this is relative to an algebraically closed field k. If W and V are
endowed with k-variety structures and if = is defined over k, one says that
the covering is defined over k. It corresponds to an extension k(W) JE(V).
Note that W —» V may very well be Galois over & without being Galois
over k {cf. prop. 6).

8. Construction of coverings as pull-backs of isogenies

Let &G be an algebraic group, N a finite subgroup, and G/N = H the
quotient homogeneous space (we do not assume that G is commutative).
The canonical map # : G - H makes GG an unramified Galois covering of
H with group N. If G is defined over a field k, and if each n € N is rational
over k, this covering is defined over k, and Galois over k. In the particular
case where (7 Is commutative, the covering 7 is an isogeny (cf. no. 5).

We propose to construct, for any every finite group N, a group G(N)
containing N, defined over the prime field F,, and playing a universal role
for all Galois coverings with Galois group N. More precisely, let A(N)
be the group algebra of the group N (over the universal domain, to fix
ideas) and let G(N} be the set of invertible elements of A(N). This is an
open set in the affine space A(N) (it is the set of systems {a,},en such
that det(a;:) # 0). It is defined over the prime field Fpand is clearly an
irreducible algebraic group containing N. We have:
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Proposition 7. Ifn : W - V s a Galois covering with Galois group
N, there emsts e map f : V — G(N)/N such that W is isomorphic 1o the
covering f*{G(N)).

If further the covering W is defined and Galois over the field k, the map
f and the isomorphism W — f*(G(N)) can be defined over k.

ProoF. This is a purely birational question. Thus let X be the field of
functions of V, L the field (or rather the algebra, if W is reducible) of
functions on W. 'To find f and an isomorphistn W — f*{(G) comes down
to finding a pair of maps ¢ : W — G(N) and f: V — G(N)/N such that
the diagram

W — . G(N)

l l

v — . qyN

is commutative, and such that ¢ commutes with the action of N. This last
condition, together with the structure of G(NV), shows that g is of the form
z — (p°(x)) where p is a rational function on W. The only condition to
nmpose on ¢ is that g maps W into G{N) [and not just into A(N)], that is
to say that det(y®) is not identically zero. The existence of such a function
then follows from the normal basis theorem applied to the (Galois extension
L/K (ome checks immediately that the mormal basis theorem extends to
Galois algebras over a field). As for the map f, it is deduced from ¢ by
passage to the quotient.

When the covering is defined and Galois over k, one applies the same
argument to the extension &(W)/k(V). . m

Corollary. Every Abelian covering is the pull-back of an isogeny.

‘This is the result stated in chap. I, thm. 4.

9. Special cases G gt

‘The group G(N} is a particular case of the groups defined as sets of invert-
ible elements of a finite dimensional algebra (these are the “bilinear groups”
of Elie Cartan). When the algebra has no radical and the ground field is al-
gebraically closed, these groups are products of general linear groups GL,,.
Qutside this case, they are not well understood. Let us lmit ourselves
to comsidering two special cases (which are sufficient for the subsequent
applications):
i) N is cyclic of order n, prime {o the characteristic p. .
The algebra A(N) is isomorphic to £[T]/(1—T1"). If k contains a primi-
tive n-th root of unity, call it ¢, 1 — 1™ can be decomposed into a product
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of linear factors and G(N) is isomorphic {o a product of groups G,,. Thus,
for an arbitrary field, G{(N) is obtained by descent of the base field from a
torus (G, )". | '

Return to the case where ¢ € k. One of the projections G(N) — Gy,
is given by T — €. Denoting by & the isogeny G,, — G,, defined by
d(A) == A", we have a commutative diagram

G(N} —s Gy,

l g
G(N}/N —— G,

which shows that the isogeny G(N) — G(N)/N is the pull-back of the
1sogeny 8 : Gy — Gy, We conclude from this that proposition 7 is valid
with 8 in place of G(N)} — G(N)/N. This is just Kummer theory.

When we do not suppose that &k contains ¢, Kummer theory no longer
applies. However, we can still, in cerfain cases, reduce the dimension of
G(N). When n = 3 for example, we can take as quotient of G(IN) the
orthogonal group G of the quadratic form z? — zy 4 y%. One sees easily
that this group contains a cyclic subgroup N of order 3, formed by the
rational points over the prime field, and that the isogeny G ~» G/N has
the universal property of prop. 7. From the point of view of field theory,
this amounts to following statement, which is easy to check directly:

In characteristic different from 3, every cyclic extension of degree 3 can -

be generated by an element ¢ with conjugates 1/(1—g) and 1~ 1/g.
8) N is cyclic of order p™.

Again A(N) = k[T}/(1—T?"). Changing T to 1—T, we see that A(N) is
isomorphic to the algebra k[T]/(T?") of trunceted formal series of order p».
According to the corollary to prop. § of chap. V, G{N) is thus isomorphic
to the product of G,,, by Witt groups W, ,. All the n; are less than n except
one which 1s equal to n. Projecting G{N) on the corresponding group Wi,
we deduce as above that the isogeny p : W, — W, can replace the isogeny
G{N) — G(N)/N in prop. 7. This is just Weti-Artin-Schreier theory [99].
Note that, contrary to what happens in Kummer theory, no hypothesis on
k is necessary.

10. Case of an unramified covering

We return to the situation of prop. 7 and let f be the desired map from
V to G(N)/N. If f is regular at a point P € V, the covering f*(G(N)) is
unramified at P and the same is thus true of W which is isomorphic to it.
Conversely:

PrOpositign 8. If P is a point of V which is unramified in W, the map
f of prop. 8 can be choosen 1o be regular at P,
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¥

’(If the covering 7 : W — V is defined and Galois over a field k, we also
require that f and the isomorphism W — f*{G(N))} be defined over k.)

PrROOF. In view of the construction of f given in the proof of prop. 7,
everything comes down to showing that we can choose the normal basis
¢* of L/K such that ¢ is regular at the points { € W mapping to P,
Let Op be the local ring at P in k(V), mp ils maximal ideal and O}
its integral closure in k(W), ie., the intersection of the Og for @ € W
mapping to P. Let k(P) = Op/mp and let ¥'(P) = Op /mpp. Because
P is unramified, £'(P) is a Galois algebra over k(P), of degree n equal to
that of the covering. Let {)\*};en be a normal basis of this algebra. We
choose a representative v of A in O% and let ¥ = det(p**). The image of ¥
in k'(P) is equal to det(\*"), which is an invertible element of ¥(P). Thus
¥ is invertible in 0% and the ¢* form a normal basis having the required
properties. [
Remark. Applied to the case of a cyclic covering, proposition 8 shows that
the generators of Kurnmer or of Witt-Artin-Schreier can be chosen to be
regular at P (provided that P is unramified in W of course). This is a
well-known result (¢f. [77], no. 15, for example).

11. Case of curves

Although it is by no means essential, in this no. we assume that the base
field k is algebraically closed. The most interesting case left aside is that
of a finite field which will be treated in detail in §6.

So let X be a complete, irreducible, non-singular curve defined over &
and let K be the field of rational functions on X. If Y — X is an Abelian
covering of X with Galois group N, the corollary to proposition 7 shows
that Y is of the form f*{(), where ¢ — H is a separable isogeny with
kermel N and f is a rational map of X to the group H. By virtue of
the results of chap. V, the map f can be factored as X — Jo — H,
where Jiw — H is a homomorphism of a generalized Jacoblan Jn of X to
the group H {a priori this is only true up to a translation; but one sees
immediately that a tramslation does not change an isogeny when the base
field is algebraically closed)}. The pull-back of the isogeny G — H by the
homomeorphism Jn — H is an isogeny J' — Jx and the covering ¥ — X
is the pull-back of J'. We have thus proved:

Proposition 9. Every Abelian covering of X is the pull-back of ¢ separable
isogeny of a generalized Jacobian of X.

We are going to complete this result by showmg that the isogeny
question is essentially unigue. To this end it is convenient to introduce the
group Ext(Jw, N) of classes of extensions of Ju by N (see the definition
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of this group in chap, VI, no. 1}. An isogeny J' — Ju with kernel N
is represented by an element j' of this group. An analogous construction
allows us to define the group Cov{X, N) of coverings of X with Galois group
N: we have Cov(X, N} = Hom{Gxk,N), where Gk denotes the Galois
group of the maxirnal separable extension of XK. ‘The operation J' -
w*(J") defines 2 homomorphism ¢* of Ext{Ju, N) to Cov(X,N) and the
uniqueness resuit we have in mind can be stated as follows:

Proposition 10. For every modulus m and every finite Abelian group N,
the homomorphism

" Ext(Jn, N} — Cov(X,N)
1§ injeciive.

PRooF. Since ¢* is a homomorphism, it suffices to show that ¢*(7') = 0
imphies 7 = 0. Thus, let J/ ~— Jg be an isogeny whose pull-back Y
decomposes into n irreducible components Y3,...,Y, (n being the number
of elements of the finite group N}. FEach of the coverings ¥Y; — X has
degree 1, which shows the existence of a “section” s : X -~ Y. Since
Y = @*{(J’), the section s defines a rational map 9 : X — J’ lifting the
map ¢ : X — J;m. The maps ¢ and @ are regular outside the support S of
m; since ¢ admits the modulus m, prop. 14 of chap. IIl shows that ¢ also

admits the modulus m, thus factors as # o ¢, where ¢ is a homomorphism

from Jy to J' (up to a translation). The composition Jy A J' s Jn s
the identity (for it is the identity on the image of X, which generates Ju);
this shows that J' is isomorphic to the product Ju X N, in other words
that the isogeny J' is trivial. L

We easily deduce from this result that the number of irreducible compo-
nents of *(J'} is equal to that of J'.
12. Case of curves: conductor
We keep the notations and hypotheses of the preceding no.

Proposition 11. Let 7 Y ~+ X be an Abelian covering of the curve
X. Then there exists a smallest modulus m such that Y is the pull-back of

an isogeny J' — Ju and the suppori of this modulus 15 equal {o the set of
points P € X which ramify in Y.

(It is this modulus that one calls the conducior of the extension L/K
corresponding to the covering Y.)
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Lemma 1. Let m' and m” be two moduli such that Y is the pull-back of
an isogeny of Ju and of an isogeny of Jo. Then Y is the pull-back of an
isogeny of Jo where m = Inf(m’, m”).

Let us admit this lemma for a moment. The existence of a smallest
modulus m such that Y is the pull-back of an isogeny of Jm Is then clear.
Let S be the support of m and let S’ be the set of points P € X which
ramify in Y. Clearly $' C S. Conversely, if P ¢ S, prop. 8 shows that there
exists a map f: X — H of X to a commutative group H, and an isogeny
G — H such that f*(G) is isomorphic to Y and such that f is regular
at P. According to the results of chap. V, f factors as X — Jw — H,
where ™ is 2 modulus whose support does not contain P. In view of the
minimality of m we have m’ > m, which shows that P ¢ S and proves the
proposttion. 3

We pass to the proof of the lemma. Suppose that deg{m’) > 1 and
deg(m”) > 1, otherwise there is nothing to prove. Put m; = Sup(m’, m").
If J denotes the usual Jacobian, there is a sequence of canonical homomor-

phisins
N,
N

Jmn
We denote by H', H” H and H; the kernels of the canonical homo-
morphisms from Jm, to Jur, Jur, Jm and J. Then H' C H, H" C H
and H C H;. The structure of each of these groups can be determined
immediately using the results of chap. V, §3. They are products of groups

of the type U(”} / U‘,{: ") We conclude from this that H' and H” generate
H, and that t.he ca,nomcai map H' x H” — H is a biregular isomorphism
(1f deg(m) > 1), or identifies H with a quotient H' x H" |G, (if m =0).
This being the case, let J/ — Jw be an isogeny of Jur having Y for pull-
back, and let J¥ — Ju» be an isogeny of Ju~ having the same property.
These isogenies have pull-backs J{ and J{ over Jam,; by virtue of proposition
10 {applied to my), J{ and J{ are isomorphic. We denote them both by Ji.
The 1 mmge‘ﬂy Jy =+ I, 18 clea,riy trivial on H and on H. Let &' : H' — J4
and s : H" -+ J, be section homomorphisms over these groups; their
sum is a homomorphism s from H' x H" to J;. Let ¢ be the kernel of
''x H" — H. The commutative diagram:

7

H x H" w— H w— Ju,

— .
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shows that s maps ¢ to the kernel N of the isogeny Ji — Ju,. Since @ is
connected (in fact, we have seen that @ 1s either 0 or isomorphic to G,,),
(@) = 0, and, since H is identified with H’' x H” /}, the homomorphism
s defines, by passage to the quotient, a section homomorphism from H to
Ji. Thus the isogeny Jq ~» Jm, is trivial on H. It follows easily from this
(it is a special case of the Ext exact sequence, cf. chap. VII, prop. 2) that
this isogeny is the pull-back of the isogeny G ~» Ju,/H = Ju, which proves
the proposition. [

Corollary. Unramified Abelian coverings of an algebreie curve are in one
1o one correspondence with isogenies of #ls Jacobian.

Proor. This is the special case m = (. [

Ezamples. 1) Suppose that the Galois group N of the covering ¥ — X
is of order prime {0 p. The conductor m is then equal to the sum of the
poinils of ramification each with coefficient 1: this can be seen by applying

Kummer theory and prop. 6 of chap. III. (One can also use the structure
of generalized Jacoblans; it amounts to the same.)

2) Suppose that &N is ¢yclic of order p and let P € X be a point of ramifica-
tion of the covering. One can choose an Artin-Schreier generator f which
has a pole of order prime to p at P, let n be this order. If ¢p denotes the
coeflicient of P in the conductor, prop. 5 of chap. I1I shows that cp < n+ 1.
Furthermore, one easily checks that the isogeny of U (”) / U("’”}" ) Jefined by
f is non-trivial; thus cp = n+1 which determines the canductﬂr and shows
that it coincides with that of Hasse [31]; see also [123], no. 4.4.

§3. Projective system attached to a variety

In all of this §, tﬂ]:&e letter & denotes a perfect field; the algebraic closure of
k is denoted by k.

13. Maximal maps

We make the following conventions:

All varieties considered in this no. and in the following are defined over %
and are irreducible. The term group is reserved for commutative algebraic
groups (irreducible and defined over k, of course). The term principal
homogeneous space is reserved for principal homogeneous spaces (in the
sense of chap. V, no. 21} for such groups.

If H and H’ are two principal homogeneous spaces corresponding to
groups G and ¢/, amap h: H — H' will be said to be a morphism if it 1s
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an “affine” map, 1.e., if
bz +g)=h{z)+holg), z€H,9€G,

where hg : G — G is a homomorphism (of algebraic groups). One says
that h is an isogeny if hg is one. This is the same as saying that H and H'
have the same dimension and that & is surjective. The kerrel of h is the
kernel in the usual sense of hy; it is a subgroup of ¢

Definition 1. Let V be a variety and let a : V — H be a rational map
from V to a principal homogeneous space H. One says that « is maximal
if the following condition is satisfied:

‘ R
(M) —if o factors as V 2B H, where ¢ : V — H' is a rational map
and kh : H - H is a morphism with finite kernel, then A& is an isomorphism
from H' to H.

Ezamples. The canonical map from V to its Albanese variety (cf. [52]) is
maximal map (indeed, when h has a finite kernel, H' is an Abelian variety
and the fact that A is an isomorphism then follows from the universal
property of the Albanese variety). The same is true of the map from a
curve to one of its generalized Jacobians (cf. §6).

Factoring h as a surjection and am injection, we see that condition (M)
decomposes into two conditions:

(M1) — (V) generaies H (in other words (V) is not contained in any
affine subspaceof H distinct from H).

(M) — The map o does not lift to any non-trivial isogeny of H (in other
words, if @ = hoa’, and if h is an isogeny, then h is an isomorphism).

In faci:

Lemma 2. Condition { M) implies condition (My). (It is thus equivalent
to the condition (M).)

Proor. Suppose that {M,) is not satisfied, i.e., that there exists an affine
subspace Hy of H, distinct from H and containing a(V). Let G be the
subgroup of G corresponding to Hy. If we take H; (thus also (1) maximal,
the structure of commutative algebraic groups {chap. IlI, no. 7) shows that
G/ is isomorphic either to the additive group G, or to the multiplicative
group Gy, or to a simple Abelian variety A. In each of these cases, there
exists a non-trivial isogeny G —» G/G1; this is clear for G, and Gy, and,
for A, we can take multiplication by an integer > 1. Let G’ be the pull-
back of this isogeny by G — G/Gj, that is the subgroup of G x G" formed
of the pairs having the same image in G/G1. Since G’ is an extension of
G1 by G", it is a connected group and the isogeny G' — G is non-trivial.
Choosing an origin in Hy, we can identify Hy and H with G; and G and
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thus we get an isogeny h : H' — H corresponding to &' — G. As &4
embeds in (, the homogeneous space H; embeds in H’, and the map o
factors as V — H' — H, which contradicts the condition (M3). 3

Remark. In the preceding proof, the isogeny h : H' — H can be chosen
at will to be separable or purely inseparable of height 1 (in characteristic

p#0).

Lemma 3. FEvery rational map o : V — H, where H is a principal
homogeneous space, admits a factorization

i

o h
V— H — H

where o' is mazimal end where h is @ morphism. One can further reguire
h to have a finite kernel,

ProoF. Let H; be an affine subvariety of H which is minimal among all
those containing (V). After replacing H by Hy, we can suppose that o(V)
generates H. If & 1s not maximal, we can then factor it as

V s Hy o H

where H; — H is a non-trivial isogeny. Likewise, if V - Hj is not max- .

imal, we can factor it as V — Hy — Hy, etc. Everything comes down
to showing that this process stops, in other words that one cannot have a
sequence of factorizations

V—}Hn“.}..l -_*'Hﬂ

where H,,; ~ H, is a non-trivial isogeny.

Denote by &G and G, the groups associated to the homogeneous spaces
H and H,. For every integer r > 1, we denote by S,.a, the rational map
from V? to G, defined by the formula

=

.Sf&ﬂ’(a"ls yl: £y ﬂ:f':yf) — Zﬂfn(ﬂ:f) - &ﬁ(y‘i)‘

=1

Since o V') generates H, there exists an integer r such that S,« is a gener-
ically surjective map from V% to G. Because G, — G is an isogeny, the
same is true for S,a, for all n. The field k(V?") of rational functions on
V?" then contains a strictly increasing sequence of subfields

Q) CRG)C - C G C - C RV

which is absurd, since every subfield of a field of finite type is of finite type
(cf. [51], p. 64). [
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lemma 4. Leta:V — H and o : V — H' be two mazimal maps. If
there ezists @ morphism h . H' —» H such that « = ho o', this morphism is

- unique, its kernel N is connected, and it defines by passage to the quotient

an isomorphism from H' /N 1o H.

ProoF. If h; and hy satisfy o = by oo’ and o = hy o ¢/, the set of points

where by and hs are equal is an affine subvariety of H’ containing the image.
Yy g g

of V, thus equal to H', since o satisfies (M;). Now let Ny be the connected
component of the kernel N of &; one can factor A as H' — H'/Ng — H,
and the morphism H'/Ny; — H has kernel isomorphic to N/Ny thus is
finite. Since a satisfies (M), it follows that H'/Ng — H is an isomorphism,
so N = N3 as was to be shown. [

Definition 2. If o and o' are two maximal maps satisfying the condition
of lemma 4, one says that o’ dominates o and one writes o’ > «.

We denote by I the set of maximal maps from V to principal homoge-
neous spaces. Equipped with the relation o > «, the set I is a preordered
set. If o > a and a > o', we write & = «; this means that there exists
an isomorphism h (necessarily unique, by virtue of lemma 4) from H' to
H such that e = ho &'.

Lemma 5. The set L is “reficuleted” (in other words, every pair of ele-
ments of L has a lower bound and en upper bound).

ProoF. We first show that [ is increasingly filiered. Let 7 : V' — H; and
g 1 V' — He be two maximal maps. By virtue of lemima 3, we can factor
the map @1 X ag : V - H; X Hy by means of a maximal map & and it is
clear that o > a7 and « > «as. .
Now we show that, for every & € L, the set L(a) of elements 8 < «
is rediculated. According to lemma 4, the elements of L{«) correspond
biuniquely to connected subgroups of the group & associated to the ho-
inogeneous space H, and this set is reticulated. To prove that L itself is
reticulated, it then suffices to show that, if &’ > «, the operations Sup and
Inf of L(a) are induced from those of L{¢’). This is clear for the operation
Inf, Thus let 8,7 € L{«) and let & (resp. ') be their upper bound in L{a)
(resp. L{a"}). Since L{a) C L(a'), § > § and we deduce that ¢ ¢ L{qa),
whence § > &, as was to be shown. ]

14. Some properties of maximal maps

Let a -V — H be a rational map from the irreducible variety V to a
principal homogeneous space H and let (G be the group associated to H.
Let w be a differential 1-form on & which is invariant by translations (cf.

;rii
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chap. III, no. 11). By choosing a point of H, we identify H and G and w
defines a differential form on H which s independent of the point chosen;
we again denote this differential form by w. The inverse image o*{w) of w
by « is a differential formon V.

Proposition 12. If a is mazimal, the relation o”{w) = O implies w = 0.

Proor. If the characteristic is % §, the proposition follows from the fact
that « is “inseparably maximal” | i.e., does not lift to any purely inseparable
isogeny H' ~» H {cf. [78], thm. 4). If the characteristic is zero, we use the
fact that o{V) generates H. We construct a generically surjective map
Spar 1 V¥ ws G (cf. the proof of lemma 3). The differential form (S,a)*(w)
is determined using prop. 17 of chap. Il it is the direct sum of 2r terms
of the form +o*{w) and is thus zero if a*(w) is. As Sy« is generically
surjective, it follows that w == Q. [

Before stating the following proposition, we observe that, if V is normal,

f

h
and if @ : V — H factors as V — H’ — H, where o' is rational and A
is an isogeny, then &' is regular if (and omly if) « is; this is an immediate
consequence of “Zariskl’s main theorem?” (cf. {51}, chap. V).

Suppose then that V is normal, the map « is regular and also that £ = C.
We have:

Proposition 138. In order that o be mazimal, it is necessary and sufficient
that the homomorphism a. : Hi(V) — Hi{(H) defined by a be surjective.

{We have written H;(V) and H;(H) for the homology groups of V and
H of dimension 1 with coefficients in Z.)

Proo¥. The proof 1s very similar fo that of prop. 11 of chap. V, so we

limit ourselves to a sketch. We note first that «, Is surjective if and only
if there does not exist a subgroup of finite index > 1 of Hy(H) containing

f

h
a.{Hi(V)), Le., if & does not factor as V s H' =5 H, where o : V —

H' is continuous and where H' 2 H is a finite covering of degree > 1.
According to lemma 24 of chap. V, this covering is in fact an isogeny, and
according to lemma 25 of chap. V, the map ¢’ is regular. The proposition
follows from this and the fact that if o' is rational, it is autornatically
regular. [

Remark. 'The two preceding propositions recover known results on the
Albanese variety and on generalized Jacoblans.
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15. Maximal maps defined over &

We return to the notations and hypotheses of no. 13 and suppose that
the variety .V has the structure of k-vartely. We can then consider maps
a : V — H defined over k (the group & and the homogeneous space H
being themselves defined over k). Here, the distinction between group and
homogeneous space becomes important, because H does not necessarily
have a point rational over k.

A map a : V - H defined over k will be called maximal if it is rnaximal
over k. Let L be the set of these maps. If a and o are elements of L we
will write o' > o if there exists a morphism h, defined over k, such that
a=hoa.

The canonical map Ly — L is clearly increasing. More precisely:

Lemma 6. The preorder relation of Ly is induced by that of L.

ProoF. We must show that, f ¢ : V ~+ H and & : V ~— H are two
elements of Ly such that there exists a morphism & {defined over k) with
« = hod, then h is defined over k. But, if ¢ denotes a k-antomorphism
of k,then V9 =V, H = H, H'” = H', ¢ = o and &' = o'. We deduce
that a = A% o ¢/, and lemma 4 shows that A% = h, which means that A is
defined over k. [

In particular, the relation ¢ ~ o in Lp is equivalent to the relation
a = a' i L. Thus there is no problem in considering L as a subset of L,
and this is what we will do from now on.

Lemma 7. In order that o € L belong to Ly, i is necessary and sufficient
that o & « for every k-automorphism o of k, ~

Proo¥F. The condition is clearly necessary. We show that it is sufficient.
There exists in any case a finite extension k) of k such that o €L, and
we can suppose that k; is Galois over k; let g be its Galois group. If ¢ € g,
we have by hypothesis &? & «. Denoting by H the k;-homogeneous space
associated to a, we thus have an isomorphism A, : H — H?; according to
lemma 6, this isornorphism is defined over k;.

The formula a® = Ay 0a gives @77 = (h,) 0" = (h,) 0h,0ca = hyroq,
so (lemma 4) hyy = (he)” 0 . The theorem of descent of the base field
(chap. V, no. 20, cor. 2 to prop. 12) then shows that H is ky-isomorphic to
a. principal homogeneous space Hj defined over k, which gives the desired
result. ]

Lemma 8. The sef Ly is cofinal in L.

ProoF. Let o € [, and choose as before a finite Galois extension &; of &
such that o € Li,. Let g be the Galois group of k1 /k, and let a?, ¢ € g be
the conjugates of . Putting f = Sup(a?), we have § > a and as = 3
for all ¢ ¢ g, lemma 7 shows that & L. ]
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§4. Class field theory

In this §, k denotes a finite field with ¢ elements, and ¥V an irreducible k-
variety. We write K for the field k(V') of rational functions on V which are

defined over k. We propose to determine the Galois group of the mazimal
Abelian extension of K.

16. Statement of the theorem

Let & : V — H be an element of Lz, 1.e. a maximal map defined over k. If
(G denotes the group associated to H, we write G (resp. Hy) for the set
of points of G (resp. H) rational over k. According to cor. 1 to prop. 3,
the set Hp is non-empty; it is thus a “principal homogeneous space” for
Gy. Let Ip(H) be the free Abelian group with base Hy; this group has a
canonical surjective homomorphism ¢ : It (H) — Z.

Let I be the kernel of ¢; an element ¢ € Iy can be written as a formal
linear combination = = ) mz;, 2; € He, 7 € Z, > . n; = 0. To such
an element x, we can assoclate the same sum, computed in the group Gy.
‘Thus we get a surjective homomorphism Iy — Gi. If N is the kernel of
this homomorphism, we put

H{k) = I, (H)/N.

‘The homomorphism ¢ defines by passage to the guotient a surjective
hormomorphism H{k) - Z, which we denote again by ¢, and the kernel of
¢ is identified with (. In other words, we have an exact sequence

OkawH(k)—:Z—}G. (1)

‘The inverse image in H(k} of the element 1 € Z is canonically identified
with Hy (for its structure of principal homogeneous space for Gy).

[Of course, the preceding construction has nothing to do with the theory
of algebraic groups. One can apply it to any principal homogeneous space
for a commutative group: it is just the usual “barycentric calculus.”]

Now let ¢ : V — H' be an element of Ly such that ¢ > « and let A :
H’' — H be the associated morphism. The map h defines a homomorphism
H'(k) — H(k) and there is a commutative diagram

| S ¢ S - /¢ ) QU S— )

According to lemma 4, the kernel of by : ¢ — G 15 connected; cor. 2 to
prop. 3 thus shows that (), - Gy is surjective, thus so is H'(k) — H{(k).
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Definition 3. We call the projective limit of the groups Ho(k), where
a runs through the preordered filtered set Ly, the cycle class group of V,
and we write Ax(V) for it.

Similarly, we will write AZ(V) for the projective limit of the G. Because
the G are finite groups, the projective limit of the exact sequences (1) is
an exact sequence

0 — AN(V) — Ap(V) ~ Z — 0. (2)

Note that the definition of a maximal map is biretional: the preceding
constructions and definitions do not depend on the model V chosen for the
field K. For this reason, we will also write A(K) and A°(K) in place of
Az (V) and A(V).

Now let 2 be an algebraic closure of K and let K, be the mazimal
Abelian exiension of K, i.e., the largest Abelian extension of K contained
in 2. It is well known that k is Abelian over k and its Galois group is Z,
the completion of the group Z for the topology defined by subgroups {}f
finite index. The map ¢ : A — A? is a (topological) generaior of this group.
Since V was supposed irreducible (absolutely, i.e., over k), the extensions
1?/ k and K /k are linearly disjoint over k, which shows that the compositum
Kk is Abelian over K, with Galois group Z. In particular K ¢ Kk ¢ K,.
We denote by g{(K) the subgroup of the Galois group of K;/K formed by
elements which induce an element of Z (and not of Z) on Kk. We denote
by g°(K) the Galois group of K,/Kk. Thus there is an exact sequence

0 - g°(K)— g(K) — Z 0. ()

We give g¥(K) it natural topology as Galois group, which makes it a
compact group. As for g{K), it will be topologized by the condition that
g’(K) be an open subgroup (in other words, its quotient Z should have
the discrete topology). The group g{K) is “almost” the Galos group of
Ko/ K (more precisely, the latter is the completion of g( K} for the topology
defined by the open subgroups of finite index).

We can now state the principal result of this chapter:

Theorem 1. There exists a canonical isomorphism from the exact sequence
(2) to the ezact sequence (3).

(Of course, this isomorphism is the identity on Z.)

One sees in particular from this that g®(K), which is the “geometric”
Gialois group, is isomorphic to the group A%(K) of cycle classes of degree
0.

The rest of this § is devoted to the proof of theorem 1. We begin by
constructing, for every ¢ € L, an extension E,/Kk having the group
Ho(k) as Galois group over K. We will see that, if @ > g, then £y 5 Eg,
the corresponding homomorphism of Galois groups being the canonical map
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Ho{k) — Hg(k). Finally, we will show that every finite Abelian extension
of K is contained in one of the fields E,, which will clearly finish the proof.

17. Construction of the extensions F,
Let « : V ~» H be an element of Lz and let G be the corresponding group.

Proposition 14. The pull-back by o of a separable isogeny h : H' — H is
an trreductble Abelian covering of V.

PROOF. Let V' = o*(H"); it is clear that V' is an Abelian covering of V,
having as Galois group the kernel N of A. Let V{ be one of the irreducible
components of ¥V’ and let Ny be the subgroup of N formed by the elements
s € N such that s(V{) = V{. Let V¥ = V'/Ny and H” = H’/N,: then
V" = o*(H") and, by construction, the covering V' — V is trivial. Thus
there emsts a section f : V - V", or, what comes to the same thing,
a map " : V —» H” lifting the map o : V — H. Since « is maximal,
H" — H is an isomorphism, whence Ny = N, V{ = V’, and the covering

V1 is irreducible, as was to be shown. (Compare with the proof of prop. 10,
no. 11.) O

Now we choose a point # € Hy and define 2 map p : G — H by putting

go;;(m) =292 + A,

Identifymg H with G by taking & as the origin, this map is nothing
other than the isogeny p : G — G of no. 6. Its pull-back W under o is a
covering of V, defined and Abelian over k, and absolutely irreducible by the
preceding proposition. Its Galois group is nothing other than the group G
acting by translations. We will denote by K}, the field of rational functions
on Wy and we put By = K pk. Because W is absolutely irreducible, K,

and Kk are linear disjoint extensions of the field K, and it follows that BE;

1s & Galois extension of K, admitting for Galois group the product group

Gy x Z (here again, we mean the Galois group modified by replacing 7
with Z).

Lemma 9. The extension En/K does not depend on the choice of the
point h € Hy,

PROOF. We must show that the coverings W) — V and Wy — V are
zsomaq}hac over k, for any h,h' € Hi. But, since the map p : G - G
is surjective, there exists ¢ € Gsuch that ¢ —~c=h -3 if6:G = G

denotes translation by ¢, pp = pnr o #, which makes evident the desired
isomorphismn. L]

Note that, if & # &', it is émpossible to choose ¢ rational over &, which
shows that the extensions K, and Kj+ are not isomorphic.
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Definition 4. We denote by E, the extension Ey /K, where A is any point
of Hy.

(Lernma 9 shows that this definition is legitimate.)

It rernains to establish a canonical isomorphism between the Galois group
8, of Eo/K and the group H(k). Again we choose h € Hy; identifying
with E}, the group ¢, is identified with the product GG x4, as we have seen.
On the other hand, the choice of & also identifies H{k) with Gy x Z, every
element of H(k) being written uniquely in the form g+nh, g€ Gy, n € Z.
Whence we have an isomorphism pp : H(k) — ¢..

Lemma 10. 7The isomorphism py does not depend on the choice of the
point h € Hy.

Proor, It is clear that, if A and A’ are two points of Hy, the isomorphisms
p and pur coincide on Gy C H(k). Thus everything comes down to showing
that pp and pp coincide on one element of degree 1 in H{k), for example
h. So put w = pp(h) and W' = pp(h). We must show that w and o'

coincide when K hk and Kk are identified by means of the isomorphism
6 : Knk — Kpk introduced in the proof of lemma 9; in other words, we
must establish the formula w o § = § o w'. But, by the definition of 2 pull-
back, Wy and Wy are subvarieties of V x G, and the elements of Kk and
K& can be interpreted as functions of two variables, f(v,2), v€ V, ¢ € G,
with values in k. The operations @, w and «’ are explicitly given as

(6f)v,2) = flv,z + ¢).
(wf)(v, ) = fu'9,21/9)8.
(' (v, z) = f(o* 4,29 + h - ),

Computing (w8 f){(v,2) and (fw’ f}{v, 2}, in both cases we find
f(,,_,lfq, 2% 4+ )7,

which indeed shows that wo f == fow’. ]

S

Lemma 10 imphes:

Proposition 15. The Galois group of Eo /K 1s canonically 1somorphic 1o
H. (k).

Remeark, Qne can prove lemma 10 without computation, by using the
reciprocity map (cf. §5).

Now let o : V — H' be another element of Ly with ¢ > «, and let
f : H' —» H be the morphism defined by &'
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Proposition 16. If o > «a, the field Ey contains the field E, and there
15 a commutative diagram

H'r(k) —— ga,

l l

H(k) —_— ga_

ProoF. Let &' € Hi and h = f(h'). In view of the construction of E, and
of By as well as the definition of the isomorphisms pp and gy, 1t suffices
to show that K3 C Kjs and that the corresponding homomorphism of the
Galows groups is the canonical homomorphism from G, to Gy, But, if fq -
G’ - (G is the homomorphiosm associated to f, we have the commutative
diagram

o . ¢

w|

H’;H.

This diagram shows that the pull-back of the isogeny ps by f is nothing

other than the quotient of the isogeny pss associated to the homomorphism
fo : Gy = G and our assertion follows immediately from that. L]

18. End of the proof of theorem 1: first method

Let K’ be the union of the extensions E,, « € L. Propositions 15 and 18
show that K’ is an Abelian extension of K containing & with (modified)
Galois group A{K), the cycle class group of V. We have K’ C K, and
everything comes down to showing that K, ¢ K’.

Let §(K) be the Galois group of K, /K; it is an extension of Z by ¢®(K).
If o denotes a generator of the group Z, the choice of a representative of o in
g(K) defines a section homomorphism s : Z -+ g{K). This homomorphism
extends by continuity to Z since §(K) is a compact totally disconnected
group. Thus §(K) decomposes (non-canonically, of course) as g%(K) x Z,
whichﬂtransiatis to a decomposition K, = LGE with Lg hnearly disjoint
from k. Since k C K’; it will suffice to show that Ly ¢ K.

Thus let L/K be a finite extension contained in Lg. Since this extension
is linearly disjoint from &, it corresponds to an Abelian covering 7 : W — V,
where W is an irreducible k-variety. Let N be its Galois group. According
to the corollary to proposition 7 of §2, the covering W is the pull-back over

the field &£ of a separable isogeny G — G by a rational map f: V - G.
According to lemma 3, we can factor f as

vie Lo
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where ¢ is a morphism, and « is a maximal map; according to lemma 8,
we can choose « to be in Lz. If 0 is a k-automorphism of &, then f = f7,
so poa = ¢ o @, which shows that ¢ = @7, in other words that ¢ is
defined over k. Let B’ — H, be the pull-back by ¢ of the isogeny G' — G.
Since ¢ is defined over k, the same is true of this isogeny and its kernel N
is formed by elements rational over k (since this is true for G' — G). We
have o*(H’') = W and as W is irreducible, so is H'. Let &’ be a point of
H’ rational over k; such a point exists by corollary 1 to proposition 3; let
h be its image in H,. Taking these points for the origin, we can identify
H' and H, with groups and apply proposition § of §1 to them. We deduce
that H' — H, is a quotient covering of the covering pp : Ga — Hua (Ga
denoting the group associated to H,). The covering W = o*(H') is thus
a quotient of the covering Wha, itself a pull-back of the 1sogeny pr, which
shows that I C Ky, so L C E,, which finishes the proof. ]

Remark. Because the group G{(N) of prop. 7 is a linear group, in the
preceding proof we could have used only linear groups. Thus, the projective
limit of the Ho(k) does not change when one restricts «f o maximal maps
o € Ly corresponding to kinear groups. This is all the more curious because
these maximal maps de not form a cofinal system In L.

19. End of the proof of theorem 1: second method

First we make the following definition:

Definition 5. Let « : V — H, be an element of L and let F' be a finite
extension of Kk. One says that F is of type « if F is the pull-back of 2
separable isogeny H' — H,.

This is a “geometric” notion (i.e., it is relative to the structure of “vari-
ety” and not of “k-variety”). If we take for a the canonical map of V to
its Albanese variety, we get the notion of an extension of “Albanese type”

introduced by Lang [49]. .
Theorem 1 is a consequence of the two more precise propositions below:

Proposition 17. For every finite Abelian eztension F of Kk, there exists
a € L such that F is of type «.

PROOF. Here again, this is a “geometric” statement. One proves it by
reasoning analogous to that of the preceding no. (but simmpler): applying
the corollary to prop. 7 of §2, we see that F' is the pull-back of a separable
isogeny by a rational map f:V — G (instead of applying this fnroilary,
one can invoke the theories of Kummer and Artin-Schreier, since k contains

all the roots of unity). One has then only to factor f as V — Hoe — G
where « is maximal (cf. lerma 3). 3
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Now if E/K 1s a finite extension, we say that E/K is of type « if this is
true of Ek/Kk. With this convention, we have: |

Proposition 18. Lef a € Ly. In order that an Abelian extension E/K be
of type «, it is necessary and sufficient that # be coniained in E,.

(Remember that E is assumed Abelian over K1) .

PRooF. The condition is clearly sufficient. We show that it is necessary.
The compositum Ek is an Abelian extension of K (as the compositum of
two Abelian extensions). The argument of the preceding no. for K, thus
shows that Ek = E'F where E' is an extension of X Hnearly disjoint from
k, which thus corresponds to an irreducible covering # : W — V. It will
suffice to show that E' is contained in F,.

By hypothesis, the covermng W is of the form o*(H"), where H' — H, is
an isogeny of H, (this being true a priori over k and not over k). Let &, be
a finite extension of & such that this is true over k;, and let g be the Galois
group of k1 /k. If o denotes an element of ¢, the covering W is the pull-back
of the covering H’. But because « is maximal, two isogenies of H, which
have the same pull-back by a* are isomorphic {(cf. the argument of prop.
11). Thus we get an isomorphism @, : H — H'?, clearly unique, thus
defined over ;. One immediately checks the relation (¢,) o vr = @yr,
which permits us to descend the base field of H' from the field &; to the
fleld k. Then applying, as in the preceding no., prop. 6 of §1, we deduce

that E' is contained in an extension K, whence the desired result. =l

iWe indicate a variant of this proof, which does not use descent of the
base field:

Let k) be, as above, a finite extension of k such that W is of the form
a*(H'), with H' — H, an isogeny over k;. We conclude in any case that
E [k is contained in the extension E’ /Kk; corresponding to the maximal
map « and to the base field &;. Thus everything comes down to showing
that the largest Abelian extension of K coniained in E! is E,. Thisis a
question of Galois groups: we have the “tower” of fields k C k; C E, C EL,
and we must show that the Galois group t of E’/E, is contained in the
commutator subgroup of the Galois group G of £, /K. This last group
is Itself an extension of g by H, (k). A trivial direct computation shows
that the interior automorphisms defined by the elements of g operate on
Hy(k') in the obvious way. It follows that the cormmutator subgroup of G
contains the subgroup of H, (k') generated by the z — 29, z € Hy(¥'). On
the other hand, t is equal to the kernel of the canonical homomorphism
H, (k') — H.(k), which is given explicitly by the formula

2 2+2l 4. +20 =T(z), withd= [k :k]
To show that t is contained in the commutator subgroup of G, it suffices
to prove that every element z € H (k') with Tr{(z) = 0 can be written in
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the form y — y?, which follows from the fact that the map y — y— 39 is
surjective.]

20. Absolute class fields

The interest of proposition 18 is that it permits one to determine the type
of an Abelian extension by geometric means {i.e., working over k). We
treat, by way of example, the case of unramified extensions:

Let V be a non-singular projective variety and let « : V' ~+ A be the
canonical map of V into its Albanese variety. Since V is non-singular, o is
everywhere regular and it is clear that every covering of V' of type « (or,
as one says, “of Albanese type”) is Abelian end unramified. We ask if the
converse is true. One reduces immediately to the following two cases:
a)Cyclic covering of order n prime fo p.

Kummer theory shows that these coverings correspond to an element d
of order n of the group C(V') of divisor classes of V for linear equivalence,
cf. [77], no. 15. The group C(V) contains the subgroup P(V} of divisor
classes algebraically equivalent to zero; the quotient

N(V) = C(V)/P(V)

is the Neron-Severt group. The group P(V) is isomorphic to the underlying
group of the Picard veriety of V, or, what is the same thing, of the dual
variety of 4 (cf. Lang [52], chap. VI). We have P{4} = P(V}, and the
group N(A) has no torsion (cf. Barsotti [5], or {78]). It follows that the
element d is of type « if and only it belongs to P(V). For this to be so
for all elements of C(V) of order prime to p, it is necessary and sufficient
(P(V) being divisible) that N(V) contain no non-zero element of order
prirne o p.

b}YCyclic covering of order a power of p.

We examine the case where the order is p. Artin-Schreier theory {cf.
[77], no. 18) shows that such a covering corresponds to an element z ¢
HYV,Ov) left fixed by the Frobenius operation F. This covering is of
Albanese type if and only if 2 is in the image of the homomorphism «* :
HYA,04) — HYV,Oy); this homomorphism is moreover injective, <f.
chap. VII, as well as [78], no. 9. Denoting by H*(A4, O 4), the semi-simple
part of HY(A,04) {{77), loc. cit.), we see that o* must map H'(A,04),
onto HY(V,Ov),. Conversely, if this condition is satisfied, one shows that
every cyclic covering of order " of V which is unramified is of Albanese
type {arguing by induction on n, using the fact that every covering of
Albanese type which is cyclic of order p»~* is the image of a covering of
the same type cyclic of order p™}. Finally, we have:

Proposition 19. In order that every unramified Abelian eztension of V
be of Albanese type, it is necessary and sufficient that the Néron-Severt



138 V1. Class Field Theory

group of V have no torsion of order prime to p, and that the map o* :
HYA,04), —» HY{V,Oy), be surjective.

In this case, proposition 18 shows that the mezimal unramified extension
of K has (modified) Galois group H,{k), i.e., an extension of Z by the group

A of points of A rational over &. This is the analog of the ebsolute class
field of number theory.

Remarks. 1) The condition of prop. 19 holds if the Néron- Severi group of
V has no torsion and if h%'(V) = dim A (we put, as usual,

ROL V) = dim HMV, O ).

indeed, dim H*(4,04) =dim A (¢f. chap. VII), and the map o* is thus
surjective. In particular, these two conditions are satisfied if V is a curve.

2) In the general case, one can show that a cyclic extension of order n
15 of Albanese type if and only if, for every m > 1, it is contained in an
unramified cyclic extension of degree n™ (defined over k). When n is prime
to p, that can be seen by using the fact that the Néron-Severi group is of

finite type. When n is a power of p, this can be deduced from [77], loc.
cit., combined with a result of Mumford {117], p. 195.

21. Complement: the trace map

Let £ be a finite Galois extension of K and let g be its Galois group.
Denoting by £, the maximal Abelian extension of E, we have K, E C E,
and, on the other hand, K,;[]E is the largest Abelian extension of X
contained in E (cf. the diagram below).

Ey
K.E
K,
E
K,NE
K

Passing to Galois groups and using thm. 1, we deduce the exact sequence
A(E) — A(KY— g/¢' — 0,

where g/g’ denotes the quotient of g by its commutator subgroup.
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We will return in §7 to this exact sequence. The homomorphism A{E) —
A(K) which figures there corresponds, in the classical case, to the #race
operation; we designate it also by Tr.

One can try to determine Tr more or less explicitly. There are two cases
to consider, that where E = K%', k'/k being a finite extension, and that
where E/K is linearly disjoint from k (a “geometric” extension, as Lang
$ays).

First case: E = Kk'. One can define A(E) as the projective limit, for
a € L, of the groups Hy(k'), since one knows that Lj is cofinal in L. But,
for each o € L, there is a trace homomorphism:

Tr: Ho (k') — Hylk)
defined by the formula given above:
Te(e) =z 4+ 24429 |, withd=[k &
By passage to the Hmit, these homomorphisms define the sought after
homomorphism Tr : A(E) — A(K).
Note that this homomorphism mulisplies the degrees by d.

Second case: E is a geometric exiension. Let {z,} be an element of

A(E), for o running through the set L} of maximal maps of a model V*

of E. To associate to 2 = {24} an element Tr(z) € A(K), we must define
o

Tr{z)e € Ho(k) for all @ € Lg. But, composing W — V — H,, we find

a map which factors as W s H! i} H, where o' and ¢ can be defined

over k. Putting
Tr(z)a = p(zo)
one checks that this is the desired homomorphism.
Note that this homomorphisin conserves the degrees.

§5. The reciprocity map

The hypotheses and notations are the same as those of §4.

22. The Frobenius substitution

Let P be a point of V algebraic over k& and let d = [k(P) : k]. The point P
has d conjugates over k, which are: -

p, pe, ..., P
The sum § of the conjugates of P is a prime cycle rational over k; the
integer d is its degree. The local rings of the points P? coincide; we will
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denote them either by Op or by Op. Similarly we will write &(p) in place
of k(P).

Now let L/K be a finite Galois extension of degree n and let gy x (or
simply g) be its Galois group. Suppose that P is not ramified in L. If
we denote by () the integral closure of Oy in L, the semi-local ring O
decomposes as the intersection of local rings O], (i =1,...,r). Let m, be
the maximal ideal of Op; one knows that O}, /m, O, is a semi-simple algebra
of dimension n over k(p), with Galois group g. This algebra decomposes
into a product of fields k(p;) which are just the residue fields of the O} .
Let g; be the subgroup of g formed by the elements that leave 0;; stable.
This group is identified with the Galois group of the extension k(p;)/k(p).
Thus 1t is a cychic group of order f = [k(p;) : £(p)] generated by an element
(p;, L/K) which corresponds to raising to the power ¢% in k(p,)/k(p). The
element (p;, L/K} is called the Frobenius substituiion af p;, in L/K. It is
an element of the Galois group gr,x whose order is equal to f =n/r.

Changing p; to p; changes (p;, L/ K) to a conjugate element. When the
group 9y is Abelian (which is the most important case in what follows),
we thus see that (p;, L/K) does not depend on 7, and we can denote it by
(p, L/K); one then calls it the Frobenius substitution at p in L/K. We will
also write (P, L/K) in place of (p, L/ K).

In order that (p,L/K)} = 0 it is necesssary and sufficient that p be
completely decomposed in L/K, e, f =1 or k{p;) = k(p) for all i. The

“functorial” properties of the Frobenius substitution are the same as in

number theory {cf. {30], 1I, §1). We make explicit only the following:

(Transitivity). If K C E C L, L being a finite Abelian extension of K,
the image of (p, L/ K) in gg /g is equal to (p, E/K).

(We assume, of course, that p is unramified in L/K).

This property permits one to define the symbol (p, L/K) when L is an
infinite Abelian extension of K; we will see an example of this later.

23. Geometric interpretation of the Frobenius substitution

We are going to succesively examine the case where [ comes from an ex-
tension of the base field and the case where L 1s “geometric”.

VL = K&, where &' [k is an exlension of degree n.

In this case the algebra O,/m,Q; is identified with k(p) ®% &'. We
deduce that (p, L/ K} is the element of the Galois group g = gz, = Z/nZ
which is congruent to d mod n.

Passing to the Hmit over %/, we get the more suggestive formula

(p, Kk/K) = deg(p).

i) is linearly disjoint from Kk.
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" Tn this case, I corresponds to a covering W —» V, irreducible over k.
The inverse image in W of the cycle p is a cycle rational over k, which
decomposes into a sum of rational prime cycles

Pﬂzps (in W).

Choosing a point P € p, the inverse image of P in W decomposes into
classes of conjugate points, and each class gives rise to exactly one of the p;.
If Q € p; projects to P, the same is true of the point Q‘?é, since PY° = P.
Thus there exists a unique o € ¢ such that o{Q) = Q7. This element o
is the Frobenius substitution (Q,L/K) = (p;, L/K). Indeed, if f € Og, we
have f7(Q) = f(0.Q) = F(QT) = f(Q)?", which shows that o induces, by
passage to the quotient, raising to the ¢%-th power.

Note that “p decomposes completely in L” is equivalent to “k(Q) = &{(P)
for all ) projecting to P.”

~ 24. Determination of the Frobenius substitution in an extension

of type «

Let o« : V ~» H be an element of Ly and let p = P + 4P bea
rational prime cycle on V', such that o is regular af P. This last condition
implies that p is unramified in the extension E, /K associated to o (cf. no.
17). One can thus speak of {p, E,/K) which is an element of the Galois
group g ;g . But this Galois group has been determined (loc. ci.): it Is
the completion (for the topology of subgroups of finite index) of the group
H.(k). We are going to see that, in fact, (p, E./K) belongs to H,(k).
More precisely, we put
fzmd—1 i
o(p)= Y a(P?),
el

the sum being computed in the group H,(k) defined in no. 13. Because p
is invariant by every k-automorphism of k, the same is true of a(p), which
shows that a(p) € Hy(k). This being the case, the result that we have in
mind can be stated as follows:

Theorem 2. (p,E./K) = a«(p), where we identify Ho(k) with an every-
where dense subgroup of 9p_sx 05 stated above.

PrROOF. In light of the transitivity of the Frobenius substitution, it suf-
fices to show that ofp) induces (p, Eo/K) for the subexiensions E of E,
generating .
First taking F = Kk, we know that (p, E/k) = deg(p), and on the other
hand, the image of a(p) n Z is evidently also deg(p), whence the result.
Next taking E = Kj, where h € Hy, the group gg,x is G (denoting by
G the group associated to H), the homomorphism H,(k) — G being that
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which associates to ) nsh; the element Y n;(A; — k) of Gi. In particular
the image of a(p) is
Py o |

o= Y a(P) —dh

1m0
Let us show that o = (p, B/K), ie., that o transforms a point Q pro-

jecting to P to the point Q¢°. The covering Wj corresponding to Kp is a
subvariety of V x G. The point Q can thus be identified with a pair (P, Q;),
where (J1 € G satisfies

Qg — Q1+ h = a(P).
Raising this identity to the ¢*-th power (: =0,... d — 1), we get
Qghl . Q%i + h — a(P)qi‘

Summing the d identities thus obtained, we find

samd—1
d i
Qf —Qi+dh= > ofP)7,
$1=0
whence
d
Q -Qi=o0.

Thus 0(Q) = (P,Qy + o) = (P, Qfd) = Q?d, which shows that o =

(p, E/K)}. As the extensions K fc-/ K and K /K generate E,, theorem 2

1s proved. ]

Corollary. Let p : G — G be the isogeny 2 — 29—z, and let p be a
retional prime cycle of G. The Frobenius substitution of p in the covering
p s equal o the element of Gy, whick is the sum (in G) of the points of p.

In particular, if d = 1, i.e., if p is a single point P € Gy, we see that the
Frobenius substitution at P (considered as prime cycle) is P #self (consid-
ered as an element of the Galois group).

Remark. The argument of theorem 2 applies more generally to any covering
W — V which is the pull-back of an isogeny G' — H. The fact that
@V —+ H was assumed maximal was not used in any essential way.

25. The reciprocity map: statement of results

Let, as before, L/K be a finite Abelian extension and let ¥V be a model of
the field X for which no point ramifies in L (such a model always exists: i
suffices to take any model, and to remove the points of ramification, since
one knows that these form a proper algebraic subset). If Z3(V) denotes
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the group of cycles of V rational over &, this group admits as basis the set
of rational prime cycles; the map p — (p, L/ K) then defines by linearity a
homomorphism from Zx(V) to gz i called the reciprocity map.

Theorem 3, For every model V of K coniaining no poinis ramified in L,
the reciprocity map Zp(V') — 81, s surjective.

We will prove this result a hittle later. First we are going to give several
equivalent formulations: |

First let & : V — H be an element of Lp; we can extend the map
p — a{p} € H,{(k) to a homomorphism ¢ — a(c) from Zp(V) to H.(k).

Theorem 3. For every model V of K such that o is defined af every point
of V', the homomorphism Z, (V) — Ho(k) ts surjeciive.

Let us admit theorem 3 and let H’ be the image of Z,(V) in H,{k).
Suppose that H' # H,(k). As H.{k) is an Abelian group of finite type,
there exists a subgroup H” of H,(k) of finite index n > 1 in H,{k) and
containing H’. This subgroup corresponds to a finite extension L/K of
degree n, in which the reciprocity map is trivial (theorem 2), which contra-
dicts theorem 3. Conversely, if we admit theorem 3’ for all @ € Ly, (or only
for a cofinal family of such «), every finite extension L/K is contained in
E./ K, whence immediately theorem 3.

[Theorem 3 justifies the terminology “cycle class group” for the projec-
tive imit A(K) of the H,(k); indeed it shows that H,(k) is the quotient of
the group Z(V') of rational cycles on V' by the equivalence relation defined
by «. If for example, o : ¥V — J is the canonical map of a curve mnto its
Jacobian, this group is just the group of divisor classes of V in the sense
of inear equivalence, cf. §6.}

Theorem 3”. Let F/K be an arbilrary finile extension (not necessarily
Galois) and let V be a model of K such that every ralional prime cycle of
V s unramified and completely decomposed in F'. Then F = K.

Let r be an integer > 1. Denote by 3, (resp. 37) the statement of theorem
3 (resp. theorem 3”) for all fields K of transcendence degree r over k; we
similarly denote by 3 —G and 37—A the variants of theorem 3" where the
extension F/K is assumed to be Galois or Abelian. We show equivalences;

I <= 3 — Gty 3] A3,

Let F/K be an extension satisfying the hypotheses of theorem 37, and
let /K be the smallest Galois extension containing it. Because F” is the
cornpositum of F' and of its conjugates, F' /K satisfies the same hypotheses.
If [F : K] > 1, then [’ : K] > 1 and the Galois group 8p 7k contains a
non-trivial cyclic subgroup g”. Let K be the subfield corresponding to ¢g”.
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The extension F'/K" also satisfies the hypotheses of theorem 37, whence
3—A == 3. As the other implications 3! = 37—G == 3/—A4 are
trivial, these three assertions are equivalent.

Now let L/ K be an Abelian extension with Galois group ¢, andlet ¢/ C ¢
be the image of the reciprocity map. If K’ is the subfield corresponding to
g’, the transibivity of the Frobenius substitution shows that (p, K'/K) =0
for all p, and p is completely decomposed in K’. Admitting 3”4, one
thus has K’ = K, whence ¢ = ¢, which proves 3,.. The implication
3, =2 37—A is immediate.

26. Proof of theorems 3, 3', and 3" starting from the case of
curves

We will give in §6 a direct proof of theorem ¥ in the particular case where
V is a curve {r = 1}. We are going to show how one can pass from this
to the general case, arguing by induction on r. We will use form 3/—A4 of
the theorem. In other words, we will give ourselves an Abelian extension
F/K, with Galois group ¢ satisfying the hypotheses of thm. 3”, and we
will show that necessarily F' = K. If ¥’ denotes the algebraic closure of &
in F, we can reduce to studying the two extensions F/Kk' and Kk /K.
The problem thus divides in two:

i) Case where FF = KV, with k' : k] = n.
We must show that, if n > 1, the variely V coniains a rational cycle
of degree % 0 mod n. After replacing V by one of its open sets, we can

assume that V is a locally closed subvariety of a projective space P,,,. We
are going to apply “Bertint’s Theorem” to the injection V - P,,.

Lemama 11. Let f : V — P, be a regular map of an irreducible variely V
mto a projective space and suppose that dim f(V) > 2. In the dual projec-
tive space Py, ", there exists an algebraic subset Y, distinct from P,.*, such
that for every hyperplane E € P,," — Y, the set f~HE) is an irreductble
subvariely of V of dimension r — 1.

Proor. We recall the principle of the proof: thanks to a lemma of field
theory (cf. {51], p. 213) one shows that f~Y(E) is irreducibe provided that
E is a generic point of P,;*. One then proves, using Chow coordinates, that
the condition “f~1(E) is irreducible” is algebraic in E. For more details,
see Zariski [101] or Matsusaka [561. [

Thus let ¥ be the subspace of P,,” whose existence is asserted by the
preceding lemma; Y is defined over k. Choose an integer s > 1 prime to
n = [k’ : k] and let k, be the extension of & composed of all the extensions
of degree a power of 5. We have k C k, C k and the field k, has infinitely
many elements. According to an elementary result (cf. Bourbaki, Alg. IV,
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§2, no. 5), there exists a hyperplane E € P,,,™ which is rational over &, and
does not belong to Y. Paiting V' = V[ E, the variety V'’ is irreducible,
and defined over an extension k” of k of degree a power of s. According
to the induction hypothesis, V* contains a cycle rational over k" of degree
d # 0 mod n. If ¢/ denotes this cycle, the sum of ¢’ and its conjugates over
k is a cycle ¢ of V, rational over &, and of degree s°d % 0 mod n, whence
the desired result in this case. |

it} F end Kk are lincarly disjoint over K.

The extension F/K then corresponds to a covering W — V; we can
suppose as before that V is embedded in a projective space P,,. Applying
lemma 11 to W — P,,,, we see that there exists a hyperplane F defined over
a finite extension k' of k such that the inverse image W/ of V/ = V[ E is
an (absolutely) irreducible &’-variety. The degree of the covering W' — V’
is the same as that of the covering W - V (note that one can always
assume that W — V is unramified, after restricting V). If this degree is
> 1, the induction hypothesis shows that there exists a pair (P, Q'), P’ €
V', @ € W', Q' projecting to P, such that ¥'(F’) # ¥ (Q'). A fortiors,
k(P'y # k(Q'), which shows that P’ does not decompose completely in
L/K and finishes the proof. O

27. Kernel of the reciprocity map

Let o+ V —s H, be a maximal map defined over & and suppose as before
that « is everywhere regular on V. Let L/ K be a finite Abelian extension of
type a, i.e., contained in E, /K. Its Galois group g is a quotient Hy(k}/N,
where N denotes a subgroup of finite index in H, (k). Let &’ be the algebraic
closure of k in L; the normalization W of V in L/K is a k’-variety, whose
cycle group Zp:(W) is well defined. By composition,

(W) = Zie (V) — Za(V),

we get a homomorphism from the cycle group of W ito that of V. This
homomeorphism plays the role of a trace and we will denote it by 1r.

Proposition 20. The kernel of the reciprocity homomorphism Zy(V) — ¢
is generated by the kernel of o + Zp(V) — Halk) and by the image of
Tr: Zp (W) — Zp{V).

PROOF. It comes to the same thing to say that the image of Zy (W) by
the composed map Zp (W) ~ Zp(V) — Ho(k) is equal to N. In any case
it is clear that N contains this image (a trace always belongs to the kernel
of the reciprocity map), and to see that equality holds we are reduced to
the following two particular cases:

i) L = K¥, with ¥’ o finite extension of k.
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We must show that m this case Z3/(V) has for image in H,(k) the set
I of elements of degree divisible by d = [k* : k]. But we can factor the
homomorphism Zp(V) — Hy(k) as

Zg (V) — Ha(k') ‘”E* Ho (k).

According to thm. 3’, the first homomorphism is surjective and, accord-

ing to the corollary to prop. 5 of §1, the second has [; for image, whence
the result.

it) L is knearly disjoint from KE.

‘The extension L/K then corresponds to a covering W — V, which is
the inverse image of an isogeny H' — H,, which is itself a quotient of
an isogeny pp : G — H,. The group N can then be characterized as

_the image of H'(k) in H,{k) and everything comes down to seeing that

o 1 Zp(W) — H'(k) is surjective. This is a consequence of theorem 3’ and
the following lemma:

Lemma 12. The map o : W — H’ is mazimal.

PROOF. Let H” - H' be an isogeny such that o lifis to s : W — H”; we
show that this isogeny is trivial. If g denotes the kernel of H’ ~» H,, which
is also the Galois group of the covering W — V, the image of s{o.w) in H'
(0 € ¢g,w € W) is equal to o’'(w)+ 0. We conclude that w — s{o.w) — s{w)
takes its values in the kernel of H” — H, thus is a constant map equal
to ¢”. The map ¢ — ¢” is a homomorphism from g to the group G
corresponding to H”. Putting H” = H"” /g, the map s defines by passage
to the quotient a map ¢ : V — H?, In hght of the maximal character of

«, this implies that " - H is an isomorphism and the same is true of
H” — H’ which finishes the proof. 1

§6. Case of curves

In addition to the hypotheses of §§4 and 5, we assume that V is an algebraic

curve {r = 1) and we denote by X the unique non-sin gular, complete model
of the field K = k(V).

28. Comparison of the divisor class group and generalized
Jacobians

Let m be 2 modulus on X, rational over & (cf. chap. V) and let Ji, be the
corresponding generalized Jacobian. We know (loc. cit., no. 22) that Jn is

§6. Case of curves 147

defined over k and that X is equipped with a canonical map
Pm . g Hl‘l‘l

to a principal homogeneous space Hyn for the group Jn (we denote this

homogeneous space by Hn instead of J S:) fo harmonize the notations with
those of §3).

Proposition 21.

i} The map om : X -+ Hy is an element of Ly, ¢tn other words & s o
mazimal map defined over k.

ii) As m runs through the set of moduli on X which are rational over k,
the o form a cofinal system in Ly.

PrROOF. Let H' — Hg be an isogeny and suppose that ¢ lifts to a
rational map ¥ : X — H’. Because pq is regular away from the support
of m, the same is true of ¥ (chap. I, prop. 14). Thus 9 factors as fopn

where # : Hy — H' is a morphism. The composition Hy, «i} H' ~» Hy is
the identity on (X}, thus everywhere, and this shows that the isogeny
H' — Hy is trivial. As @y is defined over k, assertion i) is proved.

On the other hand, let « : X — H, be an arbifrary element of L. We
know that o admits a modulus m. After replacing m by the sum of its
conjugates, we can assume that m is rational over k. Proposition 13 of
chap. V {or theorem 2 of chap. V, combined with lemma 6 of §3) shows

that ¢m > a, whence assertion 1i}. - £

a£ (oo w56 ’:;m &L :Fr‘f E

We keep the same notations and denote by Cr{k) the group of divisor
classes rational over k, modulo m-equivalence. A divisor D, rational over &
and disjoint from the support S of m, is considered m-equivalent to 01if it
is of the form D = (g), with ¢ € K™ and g = 1 mod m. For every extension
k' /k one can define in the same way the group Cu(£"). The Galois group
g of k' /k acts naturally on Cn{k').

Lemma 13. The canonical map from Culk) to Culk’) is injective and iis
image is the set of elements of Cr(k') invariant by ¢.

Proor. Let K} be the subgroup of K* formed by the elements g =
1 mod m, and let Dy, be the group of divisors rational over & and prime
to 5. Let K2 and D., be the corresponding groups for &'. If we assume
m 3 0, the relation (¢) = 0 implies g = 1 if ¢ € K. Thus we have an
exact sequence of g-modules

0— K™ ws D — Ca(k') — 0. (*)

It is clear that H%g, K) = K% and H%g,D%) = Da. The exact
sequence of cohomology associated to (*) can thus be written

0 — Ko* — D — H(g, Cualk)) — H'(g,K%)
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QF as

0 — Culk) — H%(g,Culk) — H*(g, K2).

To prove lemma 13, it suffices to prove that Hl(g, K%) = 0, a result
analogous to the classic “theorem 90”. We are gomng to translate the proof
of that theorem: choose ¢ € &' such that Trpp(a) = 1; i fo is a 1-cocycle
with values in K2, we put

g = Zﬂafm

gEg

As one can write g = 14 ) a“(f, — 1), we have ¢ = 1 mod m. On the
other hand, a direct computation shows that f == g¢/¢” and we have indeed
proved that H(g, K%)= 0.

In the case m = 0, we have K, = K", and the kernel of the map
K™ -» D' is the group ¥". One then modifies the preceding argument
slightly, using the fact that H(g,%") = H?(g,%"") = 0 since &’ is a finite
field. ]

If D is a divisor prime to S, its image by @n is a well defined element of
the group Hu (k) attached to the homogeneous space H,.

Proposition 22. The map ¢ defines an isomorphism from Cu{k) to the
group Hy(k).

Proor. We know (chap. V, thm. 1} that ¢, defines an isomorphism from
Cul(k) to Ha(k). If we denote by G the Galois group of k/k, lemma 13
shows that Ci(k) is identified with the subgroup of Cu(k) formed by the
elements fixed by . On the other hand, it is trivial that the same property
holds for H,(k), whence the result. 1

Corollary. Theorems 3, 3’ and 3" of no. 25 are irue for an algebraic
curve.

PrROOF. We prove theorem 3. Since the ¢ are cofinal in Ly, we are
reduced to showing that, for every model V of K, the map

o 2 Z5(V) — Hul(k)

is surjective. As V is biregularly isomorphic to X outside a finife set, we
must prove that, if S’ is a finite subset of X containing S5, every element
z € Hu(k) is the image by ¢ of a divisor rational over k and prime to S.
According to proposition 22, we have in any case ¢ = @u([J) where D is
prime to S. According to the approximation theorem, it is possible to find
a function ¢ € K*, ¢ = 1 mod m and vp{g) = vp(D) for all p € 5/ - S.
The divisor D = D - (g) answers the question. £
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[Variant: We choose a modulus m’ rational over & with support contain-
ing §', with m' > m. According to no. 16, the element ¢ € Hau(k) is the
image of an element 2’ € Hy (k), which, by virtue of proposition 22, is the
image of a divisor ) rational over £ and prime to S57; e fortior: we have

(D) = 2]

29. The idele class group

We first recall the definition of this group:

Let I be the group of k-idéles of X, i.e., the group of systems (gp)pex,
gp € Lp, vp(gp) = 0 for almost all P € X (we have written L for the field
K% and Lp for its completion for the topology defined by the valuation
vp). The group G of k-automorphisms of k acts on [ and the invariants of
this group form the group I{k) of k-idéles. In order that (gp) belong to
I{k) it is necessary and sufficient that gp € K p and gp = gpr if P and P/
are conjugate over k. The group K* is identified with a subgroup of I(%)
and the quotient is the group C(k) of idéle classes (over k).

If m == Y npP is a modulus rational over k, we denote by I.(k) the
subgroup of I{k) formed by idéles (gp) such that vp(l — gp) 2 np if
P ¢ Supp(m) and vp{gp) = 0 if P ¢ Supp(m). Thus we get a decreasing
filtered family of subgroups of I{k) and one easily checks that C(k) is
identified with the projective limit of the groups I{k}/K*.In(k). On the
other hand, I{k)/K*.In(k}) = Cnlk) and proposition 22 permits us to
identify Cu(k) with Hn(k). As the ¢n form a cofinal subset of L, the
projective limit of the Hu(k) is equal to the group A(K) of cycle classes of
X (cf. no. 18). In other words:

Proposition 23. 7The group C{k) of idéle classes of X is canonically
isomorphic to the group A(K) of cycle classes of X.

By theorem 1 of no. 16 we recover the fundamental theorem of class field
theory for a function field in one variable:

Theorem 4. The group of idéle classes of X is canonically isomorphic to
the (modified) Galois group of the mazimal Abelian exiension of K.

Of course, we also get the fact that this isomorphisin is given by the
reciprocity map.

One can also recover the results about the conductor of a finite Abelian
extension L/K. If g denotes its Galois group, we have g = C(k)/N =
I{K)/N', where N’ is an open subgroup of I(¥) containing K*; the con-
ductor (in the arithmetic sense) of L/K is then the smallest modulus m
such that I (k) C N’; it comes to the same to say that it is the smallest m
such that g is a quotient of Cn(k). As Culk) = Hu(k) is the Galois group
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of the field En defined by the maximal map ¢n, we see that the conductor
in question is the smallest m such that L/K is “of type wm” in the sense
of no. 19. Comparing with prop. 11, we finally get:

Proposition 24. The conductor (in the arithmetic sense) of a finite
Abelian ezlension L/K coincides with the conducior (in the geomeiric

sense) of the extension Lgf Kk. s support is the set of ramification poinis
of L/K.

30. Explicit reciprocity laws

Let L/K be a finite Abelian extension with Galois group §. By virtue
of theorem 4, we have a surjective homomorphism C(k) — g, whence a
continnous homomorphism I{k) — ¢. If p is a rational prime cycle on X,
and if ¢ is an element of the field ﬁ'p, the completion of the field K for
the topology defined by the valuation ring O, we can consider the idéle
g whose component at P is equal to g if P € p and equal to 1 if P ¢ p.
Its image in g will be denoted (L/K,g)p. As every idéle is congruent
modulo In(k) to a product of idéles of this type, knowledge of the local
symbols (L/ K, g}p determines the homomorphism from the group C(k) of

tdéle classes to the Galois group ¢. If m denotes the conductor of L/ K and
if S is its support, we have:

1) (L/K.99)e =(L/K,9)p +(L/K.q")s.

i) (L/K,g)p=0ifpC Sandifg=1mod matp.
i) (L/K,g)s = vplg)(p, L/K)fpC X - 8.

iv) Y., (L/K,g)p =0 for all g € K*.

Property 1) expresses the fact that I{k) — ¢ is a homomorphism. Prop-
erties ii) and iii) express the fact that this homomorphism is zero on Im(k),
and defines by passage to the quotient a homomorphism from the group of
divisors prime to S to g which is nothing other than the reciprocity map.
Finally, property iv) expresses the fact that I(k) ~ g is zero on K*.

Thus we see that (L/K, g}, plays the role of a local symbol (in the sense
of chap. III, §1) with respect to the Frobenius substitution {p, L/K).

We make this more precise in a particular case:

Suppose that L/K is the pull-back of an isogeny G’ — G by a rational
map f : X -+ G {of course we suppose that G, G’ and f are defined over
k and that the isogeny G — G is Abelian over k). According to prop. 8§ of
§1, the isogeny &' — G is a quotient of the isogeny p : G — G. Let 7 be
the canonical homorphism from Gy to g.
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Proposition 26. For every rational prime cycle p and every function
g € K*, we have

(L/K.g)p =7 > (f,o)p |- )

Pep

(One can also take ¢ in I?;, which changes nothing, in view of prop-
erty iii} of local symbols.)

PrOOF. Let &' D S be the set of points where f is not regular. If p is
prime to 57, the reasoning of no. 24 shows that

(b, L/K) = f(p) = > _ F(P),

Pep

whence the formula {*} in this case.

Ifp C 5 we choose an auxiliary function g1 € K* approximating ¢ at
the points of p and approximating 1 at the points of 5’ - p. Applying the
result we have just proved to this functiorn and using formula iv), we get
the desired relation. £

Examples. 1) Artin-Schreter eziensions. Suppose that L/K is cyclic of
degree p and choose a generator of the Galois group, thus identifying Fy
with Z/pZ. The extension L/K is obtained as the pull-back of the isogeny
z — 2P — z of G,by a rational map f : X — G,. We propose to compute
explicitly the local symbol (L/K,g), which one also denotes [f, g)p. We
apply prop. 26; the homomorphism 7 : Gr — ¢ is here identified with the
trace operation Trgsr, : & — Fy. On the other hand, we know (chap. III,
prop. 5) that (f,¢)p = Resp(fdg/g) which is an element of the field &(P).
We deduce that

[f.9)p = Tregr, | D Resp(fdg/g) | = Trasr, (Tracpyse Rese{f dg/g)),
PEyp

whence finally

Uf,9)p = Tripyw, (Resp(fdgfg)),  with P €p.

2) Kummer extensions. Suppose that L/K is cyclic of degree n prime to
the characteristic and that & contains a primitive n-th root of unity (which
amounts to saying that ¢ is divisible by n — 1). Then we can identify
the Galois group ¢ with the group of n-th roots of unity. The extension
L/ K is the pull-back of the isogeny ¢ — &" of G, by the rational map
f X — Gp. The corresponding symbol (L/ K, g), is denoted (f, g)p; it
is Hilbert’s norm residue symbol. Qne computes it by means of prop. 26.
The homomorphism 7 : G — ¢ is identified with the map z — z{I~1/»
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from k* to the group of n-th roots of unity. As for the local symbol (f, g},
we know its value (chap. IT], prop. 6). Thus we get

g=1

8 .
(fi9)e = (Nk{P)/k((wl}_“‘g -g—;-(P)))) with

These formulas are due to H. L. Schmidt [72].

§7. Cohomology

One knows that class field theory has been enriched by cohomological prop-
erties that can be summarized in the following statement:

(¥)The map which associates to any field (of numbers or of functions over
a finite field) the corresponding idéle class group is a “class formation” in
the sense of Artin-Tale.

One can ask if the “cycle class group” that we have defined in §4 also
satisfies (*). This is so in dimension 1, as is well known; we will see that
this result is an immediate consequence of theorem 4 of §6. On the other
hand, in dimension > 1, we will see that the cycle class group is not a class
formation.

31. A criterion for class formations

We return to the situation of §4 and let K = k{V') be an algebraic function
field over a finite field k. Let E and F be two finite extensions of X, with F
Galois over F with Galois group gp/g. Let Fy (resp. Eq) be the maximal
Abelian extension of F' (resp. E) and let A(F") (resp. A(E)) be its modified

Galois group as explained in no. 16.

The extension F,/E is Galois and contains the extension Fk/k. We
denote by éFfE its Galois group (in the usual sense} and by Gg/g its
Galois group modified by the procedure of no. 16. By definition, Gz
is the subgroup of G r7i formed by the elements o such that there exists
n € Z with o{a) = af for a € k. The group Gy, is topologized so that
the Galois group of Fy/EE, call it Gg-. B 1s an open subgroup. This group
has properties very close to those of a Galois group; its closed subgroups
correspond to fields L, with F;, D L D E, such that L{ ]k is equal either
to k or to a finite extension of k. The group G F/ g 1s Just the completion
of Gpsp for the topology defined by the closed subgroups of finite index.

The group Gz is an extension of A(F) by gp,p; this extension corre-
sponds to a cohomology class up g € HE(QF!E,A(F)). The statement (¥)
can then be made more precise as follows: .
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Definition 6. One says that the map £ — A(F) is a class formation if,
for every pair F/FE, with F' D E D K, with F finite over K and F Galois
over F,

) H'(gpp: AF))=0.
1) H*(gp; 5, A(F)) is cyclic of order [F : E] and generated by up;g-

Remark. Let A(F) be the Galois group (in the usual sense) of Fy/F. The
quotient group A(F)/A(F) is isornorphic to Z/Z, which is a divisible group
without torsion. One deduces from this that £ - A(E) is a class formation
if and only if E — A(FE) is one. _Furthermore, as A(F) is a compact group,
the same is true of Hq(gF;E,A(F)) and the HY(gp/ 5, A(F)), with the
topology deduced from that of A(F), are separaied groups.

We return now to the extension
1= A(F) — G/ — Sy — 1.

The group A(F) is of finite index in Gryp. But one knows that it A is
an Abelian subgroup of finite index of a group (, then one can define a
homomorphism 7' : G/G' — H called the transfer (G’ denoting the group
of commutators of ). We recall the definition of this homomorphism (for
more details, see Zassenhaus [104], chap. V and Cartan-Eilenberg [10],
chap. XII): if G/H denotes the homogeneous space of right cosets of H
in (G, one chooses a section s : G/H — G; if g € G and z € G/H, one
has s{zg) = s(x).g mod H, so there exists an element hy - € H such that
s(z).g = hgz-5(xg). Ope then puts

T{g) = H g,z

seGfH

and one checks by a direct computation that this is 2 homomorphism from
the Abelianization of (5 to H and that this homomorphism does not depend
on the choice of the section s.

Thus we have a homomorphism T : Gpyg/Gr g — A(F). This homo-
morphism being continuous, its kernel contains the closure G%/p of £ FIE"
But, since F, is the largest Abelian extension of F contained in Fy, the
subgroup G,y 1 the closed subgroup of Gp/p corresponding to E, and
A(E}=Grp / Gig- Thus we have obtained a continuous homomorphism

Ver : A(E) — A(F).

The image of this homorphism is contained in H(gp/ 5, A(F)), the sub-
set of A(F) formed by the elements invariant by g/ 5. Furthermore, the
composition

A(F) — A(E) — A(F)
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is nothing other than the irace (the first homomorphism being that defined
in no. 21).

Theorem 5. In order thet B — A(E) be a class formation, i is nec-

essary and sufficient thai, for every pair F/E satisfying the conditions of
definstion 6, the homomerphism

Ver : A(F) — A(F)
be injective and have for image H'(gp; 5, A(F)).

This theorem is implicit in the memoirs of Weil [91] and of Hochschild-
Nakayama [36]; it was made explicit by Artin-Tate (non-published). The
fact that the condition is necessary can also be found in Kawada [41]; we
are going to rapidly sketch a proof.

Suppose that A(E) is a class formation. If we denote by H9(g) the

medified cohomology groups of g (see Cartan-Eilenberg [10], chap. XII),
the theorem of Tate {83] shows that

HY g 5, A(F)) = ﬁg"z(ﬂwﬂ:z) for all g € Z.

Write g = gp/5 to simplify the notation. In particular

H~Yg, A(F)) = H~%(g,Z) = Ha(s,2)
and
H(g, A(F)) = H~*(9,2) = Hi(s, %) = 9/
But, by the definition of the modified groups H-' and # ® there is an

exact sequence
0~ H~'(g, A(F)) — Holg, A(F)) — H%(g, A(F)) — H%(g, A(F)) — 0.
This exact sequence here takes the form
Hy(s,Z) — Ho(s, A(F)) — H(g, A(F)) — /¢’ 0. (*¥)

On the other hand, the exact sequence of homology associated to the
extension Grye/A(F) = g gives (cf. Cartan-Eilenberg {10}, p. 350)

Hy(9,Z) — Ho(g, A(F)) = Gr/p/Grjp — 8/¢ — 0. (**%)

From this last sequence and from the fact that Ho(g, A(F)) is a separated
topological group {cf. above), we deduce that G’F; 5 s closed in Gpyg,
whence the fact that

Grrza/ Grie = A(E).

‘Then comparing the exact sequences (**) and (***) and showing that the
transfer Ver : A(E)} — H%(g, A(F)) satisfies the necessary compatibility
conditions, one deduces that the transfer is bijective, which proves the first
part of the theorem.
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It remains to prove that the condition of theorem 5 is sufficient; This is
what we will do in the two nos. that follow,

32. Some properties of the cohomology class up 3

Lemma 14. If F D F' D F, with F' finile and Galois over E, the image
Of‘uF;E m Hz(gF;F;,A(F)) 15 UFIF -

(The homomorphism in question is the one

HXgpyz: A(F)) = H*(gp 5, A(F))
induced by the injection gp;p — gpp.)

ProoF. One has a “tower” of fields E C Ff C F C Fj, and thus a
commutative diagram

I w——— A(F) —— Gpipr — gpypr —— 1

! l !

1 s A(F) —— Grjp —— 8ayp —— L.

The lemma follows immediately from this. {]

Lemma 15. Lel g be a group, B a normal subgroup of finite order and
el o = zﬁ,} &, considered as an element of the group algebra Z(g) of the
group g. If M 15 a g-module, the endomorphism of H%(g, M) defined by
o M — M s multiplication by n.

ProOF. Because b is normal in g, the element ¢ is a sum of classes, thus
belongs to the cenier of Z{g}; further, the image of o by the “augmenta-
tion” homomorphism Z{g) — Z is n. The lemma follows from that and
from the formula defining the cobomology groups {([10], chap. X)

HY(g, M) = Extl (2, M). u

[This is the same reasoning that, in the theory of Lie algebras, shows
that the Casimir operator acts trivially on cohomology.]

Lemma 16. IfFF D F' D F, with F' end F' Galois over E, the image v
of up g in HZ(QF{'E,A(F)) w5 equal to [F : Fllup;z.

(The homomorphism is H*(gp: g, A(F)) — H*(gr;p, A(F)) induced by
QF;E - gFrfE and Ver : A(FI) N A(F).)
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ProoF. Here again, there is a commutative diagram

1 —— A(¥F) ———— Gpp ~— Gpjpg — 1

l l |

l —— A(Fr) i GFI;‘E E—— gF’fE —es 1,

We deduce from this that up/g and up g have the same image ¥’ in
the group H*(gp/p, A(F)). But the image of v” in H*(gp; 5, A(F)) by
Ver : A(F") — A(F) is equal to w/. It follows that ¢/ is deduced from
up;g by the homomorphism A(F) — A(F') — A(F), which ifself is just
the trace with respect to the action of gz . Applying lemma 15 to the
normal subgroup gpp of gpyp we deduce that o' = [F : Fllup/g. O

33. Proof of theorem 5

We must prove the sufficiency of the condition of theorem 5. Thus we
suppose that, for every finite Galois extension F'/E with E a finite extension
of K, the transfer homomorphism Ver : A(E) — A(F) is injective and its
image is the set of elements of A(F) inverient by gr/p-

Lemma 17, Hi(ﬂF"E, A(F)} = 0.

ProoF. The hypothesis on the transfer permits us to identify A(E) with
a subgroup of A(F) and we will do this from now on. The usual reasoning
of “dévissage” using Sylow subgroups (cf. for example Chevalley [16}, or
Hochschild-Nakayama [36]) shows that it suffices to prove the vanishing of
H*(gp g, A(F)) when gp/p is a cyclic group. Let o be a generator of this
group. There is an extension

1~ A(F) — Grig ~ 8pp — 1

and the subgroup Gy, 5 of commutators of Gpy is the subgroup of A(F)
formed by the & — o(b), b € A(F). By hypothesis, the transier Ver :
Grie/Grip — A(F) is injective. Thus if a € A(F) is an element with
trace zero, we must have ¢ € G’F! g, 1., a = b-— o(b), which is equivalent
to the vanishing of H*(gp/g, A(F)). O

Lemma 18. The element up;g has order [F : E].

PRoOF. One knows that the order of up/g divides [F' : E; everything
comes down to showing that it is not smaller.

First suppose that F/E is cyclic of prime order . If up/g is not of
order I, necessarily upyg = 0, in other words Gz is a semi-direct product
of gr;p by A(F). In this case, the transfer is not difficult to determine
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explicitly: it is zero on gp 15 (identified with a subgroup of G, g) and it is
the trace on A(F). On the other hand, since gp;p s cyclic, we have seen
that the commutator subgroup of Gpsg is contained in A(F) and, as we
have seen, it does not contain gp/z. The transfer

Ver : GF{E/G‘F;’E . A(F)

thus has a non-trivial kernel, contrary to the hypothesis.

Now we suppose that F/E is of order {"* and we argue by induction on n.
If ups g is not of order I?, then "~ tupyp = 0. According to the properties of
p-groups, there exists a subfield F” of F', cyclic of degree  over E. Thus {F :
F'] = [""! and lemma 16 shows that the image of up/ g in H*(gp; 5, A(F))
is zero. But lemma 17, together with a well-known exact sequence, shows
that the homomorphism H*(gp: /5, A(F')) — H Y(gr/5, A(F)) is injective.
Thus up g is zero, contrary to what we have just seen.

The general case follows immediately from the above, using the Sylow
subgroups of gr;p as well as lemma 14. O

This lemmae shows that H*(gr g, A(F)) contains a cyclic subgroup of
order [F' : E]. To finish the proof of theorem 5§, it thus suffices to prove the
following result:

Lemma 19, The order of the group H*(gp g, A(F)) is < [F : B].

Proor. By the same “dévissage” as before, we are reduced to the case of a
cyclic extension of prime order {. Let B be the subset of A(F') formed by the’
elernents invariant by g/ g, and let T be the subset of B which is the image

of the map Tr : A(F) — A(F). Then H*(gp/5, A(F)) = B/T and thus
we must prove that (B : T') < I. But, by hypothesis, the homomorphism
Ver : A(E) — B is surjective, and composing it with A(F) — A(E) we find
the trace. It follows that B/T is the image of the cokernel of A(F) — A(E),
which is cyclic of order I, whence the result. 1

34. Map to the cycle class group

Let r be the dimension of V, i.e., the transcendence degree of the extension
K/k.

Theorem 6. In order that A(E)} be a class formation, it is necessary and
sufficient that r < 1.

ProOF. In the case where r = 0, one has A(E) = Z, and it is trivial that
we get a class formation.
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When r = 1, theorem 4 of §6 shows that A(F) = Cg, the idéle class
group of the field £. The homomorphism Ver : A(E) — A(F) becomes a.
homomorphism

Ver : O — Cp.

A simple computation with Frobeniuis substitutions (that by which Artin
proved for the first time the “Hauptidealsatz” cf. for example [30]) shows
that Ver : Cg — Cr is none other than the canonical injection of the first
group in the second. Theorem 90 then shows that every element of Cp

mvariant by gr;n belongs to Cg (cf. Weil [91], §1), whence the fact that

A(E) is a class formation by virtue of theorem 5.

(Thus, in the case of function fields, the cohomological theory contains
nothing more than the classical theory. The situation is different for number
fields, where the presence of the connected component of the ideal class
group prevents one from easily recovering the Galois group from the idéle
class group, cf. Weil [91].}

We now show that, for » > 2, A(E) is nof a class formation. Suppose
the conirary. Put K = K% and denote by A{K,) the Galois group of the
maximal Abelian extension of K. Similarly, define A(E;) for every finite
extension £; of Kj. We are going to see that A(E;) is a class formation.
Indeed let F1/E) be a finite Galois extension with Galois group g. We can
find a finite extension &'/k and extensions F¥ D B/ O K¥, with Fy = F'F,
Ey = E'k, and Fyi/E; Galois with group g. We deduce that A(F}) is
equal to the projective limit Lim A{F'E"), over finite extensions k" of &'.
. Furthermore, the diagram

A(E") s A(E'E")

Ver l 'xferl

A(F") s A(F'E

is commutative. Using the fact that the functor “projective hmit” is left
exact, we deduce that Ver : A(E:) — H%(g, A(F})) is bijective, whence our
asserfion,

The field K; = Kk contains all the roots of unityand thus is amenable
to Kummer theory. More precisely, decomposing A(K)) into its p-primary
component A,{K;) and its prime-to-p component A.(K;)}, the dual of the
compact group A.(K;) is nothing other than the projective Limit B(K;)
of the groups B,(K;) = K} /K", the limit being taken over the set of
integers n prime to p (the homomorphism K*/K** — K*/K*™™ being
the raising to the m-th power). By transport, the transfer becomes a
homomorphism N : B{(Fy) - B{E;) which is the norm. Expressing that
the image of Ver is equal to the set of elements of A(F}) left fixed by g,
we find that, if a € F] is such that Na € E}™, there exists m prime to p
such that a™ is congruent mod F;™" to a product of elements of the form
¥'~7, ¢ € g, b € F7. Suppose in particular that [F) : B;] = n is prime
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to p, and take @ € EY; then Na = ¢™ and the preceding condition will be
satisfied.
We will thus have

a™ = ™ [T677 b ce By
Taking the norm of the two sides, we deduce
ETHH — (N c)nm}

whence
a=¢.Nc

where ¢ Is a nm-th root of unity. But such a root is an n-th power in &, thus
a norm and we finally deduce that a s ¢ norm, i.e., that every element of
Ey s the norm of an element of F1 if F1 /B is Galots and of degree prime
io p.

This 1s true if r == 1 (for it is equivalent to saying that the Brauer group
of K contains no element of order prime o p, but one knows, by virtue of
Tsen’s theorem, that this group is trivial).

On the other hand, it is a contradiction of the hypothesis that r > 2.
Indeed, this hypothesis implies, as one knows, that the field E; has a
valuation v whose value group is Z@® Z. Let a be an element of Ey such
that v{a) = (1,0), and let I be the field obtained by adjoining to Fy the
n-th root of a (n prime to p). We have [Fy : E;] = n and the valuation
v ramifies in FY; if v; denotes one of its extensions, the value group of K
contains ;?;-Z @ Z. From this, and from the formula > e; fi < n, we deduce
that vy is the unique extension of v, and that the value group of vy is exactly
L7 & Z. But every norm has a valuation which belongs to n{v; (F7)), thus
to Z® Z. In particular, an element of F; whose valuation is of the form
(0,1) is not a norm, and this contradiction finishes the proof. O

Bibliographic note

Class field theory for function fields of one variable over a finite field was
first built up by F. K. Schmidt and Witt following the model of number
fields, in other words by means of tedious index computations. Weil at-
tempted as early as 1940 to recover these results by geometric means; this
was shown in his note on the Riemann hypothesis {86}, as well as in the
last lines of his work on algebraic curves [88]. But the usual Jacobian,
which he did have, was insufficient; generalimed Jacobians, and for higher
dimensional - varieties the Albanese variety, were needed. Lang saw this
([48], [498], [50]), and most of the results and methods of this chapter are
due to him. It was he who saw that class fields can be constructed a prior:
as pull-backs of isogenies of the type p, which makes the Artin reciprocity
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law evident. It is hardly necessary to say that one knows no analog for
number fields (except in the case of the rationals and imaginary quadratic
fields). Lang also developed an analytic theory (L-series) about which we
have not spoken.

We mention a recent paper of Morikawa [57] which contains an exposé
of the case of curves directly inspired by the first memoir of Lang [49].

Morikawa gives a direct proof (not using Rosenlicht’s theorem of chap. III)

of the fact that every Abelian covering of a curve is a pull-back of an isogeny
of a generalized Jacobian.

Lang’s method essentially comes down to considering the group of idéle
classes of degree 0 as a proalgebraic group ([122], [123] §5). One can
also apply this idea to local class field theory, both in equal and mixed
characteristic, cf. [123] as well as Hazewinkel [112].

“Classical” class field theory is presented in Hasse [30], Herbrand [33],
Lang [1186], and Weil [125]. The cohomological theory, due to Weil [91]
Hochschild-Nakayama [36], and Tate [83] can be found in Chevalley [186],
Artin-Tate [106] and Cassels-Frohlich {109]; see also Kewada [40], [41]
[42] and Kawada-Satake [43].

CHAPTER VII

Group Extensions and Cohomology

in this chapter, we again assume that the base field & is algebraicelly
closed,

All the algebraic groups considered are commuiafive (but not necessarily
connected).

§1. Extensions of groups

Let C be the category of commutative groups {in the usual sense, that is not
endowed with an algebraic group structure). If A, B € C, one knows how
to define the group Ext(A, B) of Abelian extensions of A by B, either by
a direct procedure (Baer [2]) or by taking the first derived functor of the
functor Hom{ A4, B) (Cartan-Eilenberg [108], chap. XIV). One also knows
that the elements of Ext(A, B) can be interpreted as classes of symmetric

factor systems.
The aim of this § is to transpose the definition of Ext(4, B) and iis
principal properties to the category C4 of commutative algebraic groups.

1. The groups Ext(A, B)
Let A, B, C be three (commutative) algebraic groups. A sequence of
{algebraic) homomorphisms

0—- B (C—>A—0 (1)

is called strictly exact if it is exact in the usual sense, and if the homomor-
phisms B — C and C -+ A are separable, in other words if the algebraic
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structure of B (resp. of A) Is induced by (resp. is the quotient of} that of
C. We can then identify B with a subgroup of C and identify A with C/B.

We denote by t4 (resp. tg, t¢) the tangent space to A (resp. to B, to
(') at the origin. The sequence (1) gives rise to the sequence

0—tp - —ty 0, (2}

Lemma 1. In order that the sequence (1) of algebraic groups be strictly
exact, it is neccesary and sufficient that it be exact and that the sequence
(2) of vector spaces also be ezact.

Proor. This lemma is merely a reformulation of corollaries 2 and 3 to
proposition 16 of chap. 1il. O

A strictly exact sequence (1) is called an eztension of A by B (in fact, we

often abuse language by saying that the group C is an extension of 4 by B).
Two extensions C and C' are isomorphic if there exists a homomorphism
f:C — C" making a commutative diagram

0 —ret B oy O ——5 A s )

id.l fl id. l (3)

0 —— B —— " v 4 — (),

In this case, f i1s automatically an isomorphism. Indeed, it is clear that f
is bijective and the diagram analogous to (3) formed by the tangent spaces
ta, tg, to, and tor shows that f defines an isomorphism from tg to tor,
so our assertion follows from lemma 1.

The set of classes of exlensions of A by B (with respect to isomorphism)

is denoted Ext(A, B). It is a contravarient functor in A end a covariant
functor in B:

a) If f: B - B’ is a homomorphism and if C' € Ext(A, B), one defines
f+{C) (also denoted fC') as the quotient of C' x B’ by the subgroup formed
by pairs (~&, f(b)) where b runs through B. The canonical maps B’ —
C x B and C X B' — (C define by passage to the quotient a sequence

0+ B s f,{C) — A — 0. (4)
This sequence is strictly exact, as one can see by applying lemma 1; thus
5(C) € BExt{A, BY).

One can also characterize f.{C) as the unique extension C' of A by B

such that there exists a homomorphism F : C — C’ making a commutative
diagram

0 vy B —-—  — A ——— {

T g

00— B vy O ——— A —— Q.
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b) Similarly, if g : A’ — 4 is a homomorphism and if C € Ext(4, B), one
defines g*(C) {also denoted Cgq) as the subgroup of A’ x C formed by pairs

(', ¢) having the same image in A. It is an element of Ext(A’, B) that can

be characterized by a diagram (6) analogous to () which the reader can
make more explicit. More generally, let C ¢ Ext{4, B), C' € Ext(4’, B')
and let f: B— B, g: A— A’ be two homomorphisms, The relation

g*(C") = fu(C) in Ext{4, B") (7)

is equivalent to the existence of a homorphism F' making a commmutative
diagram

0 —— B «w—s  ——— A s

1) r| ‘| (8)

0 iy B s O s A ——— 0.

It follows immediately that Ext(A, B) B actually a funclor, in other
words that 1. = 1, (F /) = fufl, 1* = 1, and (gg')* = ¢'"¢*. Further-
more, f,g* = ¢* f. (which justifies the notations fC and Cy).

We are now going to endow Ext(A, B) with a composition law. We have
only to adapt the method of Baer [2}: if C and C’ are two elements of
Ext(A, B), the product C x C’ can be considered as an element of Ext(A x
A, B x B). Denoting by respectively d : A — AXx Aands:Bx B — B
the diagonal map of A and the composition law of B, we put

C+C =d's,(CxC) in Ext(4,B) (9)

and this is the desired composition law.

Proposition 1. The composition law defined above makes Ext(A, B) an
Abelian group. If Ca denoies the additive calegory of commutative alge-
braic groups, the functor Ext(A, B) is an additive bifunctor on C4 %X C4.

Proor. The proof consists in checking that the constructions of Baer [2]
applied to the present case yield algebraic groups (which is always imme-
diate) and strictly exact sequences {by using lemma 1). This verification is
somewhat tedious but presents no difficuliies. Thus we hmit ourselves to
sorme brief indications:

a) The neutral element, denoted 0, of Ext(A, B) is the irwial extension
G = A x B. Note that this extension is characterized by the existence of a
section A — C (resp. a retraction C — B) which is 2 homorphism.

b) The commutativity of Ext(A, B) is evident from the definition.

¢) The associativity of Ext(A, B) is proved by considering the sum map
s2: Bx Bx B — B and the.diagonal map d3 : A ~+ A X A x A and by
showing that both of the compositions (C + C’) + C" and C + (C' + C”)
are equal to d3s2{C x €’ x C").
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d) The additivity of the functor Ext(A, B), that is to say the fact that
f+(C) is bilinear in f and C (and similarly for ¢*(C)) can be checked by
constructing diagrams like (8) and (6). '

e) The existence of the inverse of an element C € Ext{A, B) is shown by
taking (—1)*(C), where —1 denotes the endomorphisma — —aof A. O

We make explicit two particular cases of proposition 1:

{ Ext(A x A, B) = Ext(4, B) x Ext(4', B)

Ext(A, B x B") = Ext(4, B) x Ext(4, B'). (10)

2. The first exact sequence of Ext

If A and B are two algebraic groups, we denote by Hom(A, B) the group
of (algebraic) homomorphisms from A fo B. We are going to see that
Hom{ A, B) and Ext(A, B) are related by an exact sequence analogous to
that which holds in the category C of Abelian groups.

Let 0 — A" — A — A” — 0 be a strictly exact sequence; thus A €
Ext(A”, A"). If ¢ € Hom{A', B), then p.(A) € Ext{4”,B) and we put
d(p) = p«{A). The map

d : Hom(A', B) — Ext(A”, B)

thus defined is a homomorphisimn.

Proposition 2. Let 0 — A —+ A — A" — 0 be a sirictly evact sequence
and let B be an algebraic group. The sequence

-

0~ Hom(A", B) - Hom{A, B) — Hom(4', B) 5 |
Ext(A", B) — Ext{4,B) — Ext(4", B) (11)

18 exact.

(The homomorphisms figuring in this sequence are, with the excepiion
of d, those defined canonically by A’ — 4 and A — A"}

Proor. We must check the exactness at Hom(A”, B), ..., Ext{ A, B):

i) Ezaciness at Hom(A"”, B). This means thai a homomorphism A" — B
is zero if and only if the composition A — A" — B is, which is clear since
A — A" is suriective.

1) Eraciness at Hom{ A, B). This means that a homomorphism A — B
induces 0 on A’ if and only if it factors as A — A” — B, which is clear
since A" is the quotient of A by A’.
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ii) Eraciness at Hom(A’, B). Let ¢ € Hom(A’, B). We must see that ¢
can be extended to A if and only if the extension C = p,(A) € Ext{4", B)
is trivial. But, by definition, C = A x B/D,, denoting by D, the subgroup
of A % B formed by pairs {(~a’,p{a’}), &' € A", If p can be extended to A,
this defines a homomorphism & : Ax B — B which is nullon D, that 15 a
hormomorphism C ~ B which is a retraction and C is a triviel extension.
Conversely, such a retraction defines & and thus an extension of p to A.

iv) Fractness af Ext(A”, B). Let C € Ext(A", B). We must see that the
image C; of C in Ext(4, B) is trivial if and only if C is of the form p.(4),
with ¢ € Hom(A’, B). But C; is trivial if and only there exists a section
A —s C; which is 2 homomorphism, in other words if A — A" factors

as A A C — A”. U C = p{A) = Ax B/D,, such a factorisation 18
evident. Conversely, given such a factorisation, we define ¢ : A’ — B as
the restriction of ¥ to A’ and immediately check that the homomorphisin
A x B — C defined by o identifies C with A X B/D,, that is to say with
P (A)

v) Ezactness at Ext(A, B). As the composition A’ — A — A" Is zero, the
same is true of Ext(4”,B) — Exit(4,B) — Ext(4’,B). We must show
that , conversely, if Cy € Ext(A,B) gives 0 in Ext(A4’, B}, the extension
O, comes from an extension C € Ext(A”, B). But the hypothesis means
that there exists a section homomorphism A’ -» C;. Putting C = C1/4],
we geb an extension C of A” by B and diagram (8) of no. 1 shows that the
image of C in Ext(A4, B) is indeed C1, which finishes the proof. O

3. Other exact sequences

Let 0 — B! — B - B"” - () be a strictly exact sequence. If A is an
algebraic group and if p € Hom(A4, B”), then ¢*(B) € Ext(4, B'). Putting
d(p) = ¢*(B), we thus define a homomorphism

d : Hom{A, B"} — Ext(4, B').

Proposition 3. Let 0 — B’ — B — B” — 0 be a sirictly ezact sequence
and let A be an algebraic group. The sequence

d
0 — HDHI(A}B’) - HDHI(A, B) i HDHI(A, BH) s
Ext(4, B) — Ext(4, B) — Ext(4,B") (12)

t5 exact.

(The homorphisms which figure in this sequence are, with the exception
of d, those defined canonically by B’ — B and B —» B”.)

The proof consists in a series of checks completely analogous to those of
the preceding no. which we leave to the reader.
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Remarks. 1) In characteristic p # 0, there exists an exact sequence analo-
gous to the sequence (11), but relative to a purely inseparable isogeny of
height 1, A” = A/n, where n denotes a vector subspace of t4 stable for the
p-th power ({78}, no. 8):

0 — Hom(A/n, B) —» Hom{A4, B) — Hom(n,tg) —
Ext(A/n, B) - Ext(4, B) — Ext{n,{3). (13)

2) The categoty C4 of (commutative) algebraic groups is an additive cat-
egory. It is an Abelian category (in the sense of Grothendieck [27]) when
the characteristic of k£ is 0 and only in this case. Furthermore, C4 contains
neither enough injectives nor enough projectives. This is what prevented
us from defining Ext(A, B) by the general methods of homological alge-
bra (Cartan-Eilenberg [10], Grothendieck [27]). In any case, it should
be possible to adapt to C4 the method of Yoneda [100] and to define

Ext?(A, B), ¢ > 2, permitting one to extend the exact sequences {11) and
(12); see also no. 23.

4, Factor systems

Let A and B be two commutative groups. We recall that any map f :
A X A — B satisfying the identity

flu,z) = flz4+y,2) + flzy+2)— flz,y) =0, = 4y, 2€4 (14

18 called a factior system on A with values In B.
Ifg:A— Bis any map, the function &g defined by the formula

og(x, y) = g{z + y) — g(2) — g(y) (15)

1s @ factor system; such a system is called irivial.

‘The group of classes of factor systems modulo the trivial factor systems
is denoted H*(A, B). |

A system of factors f is called symmeiric if it satisfies the identity

f(ma y) = f(y: 'T)' (16)

The classes of symmetric factor systems form a subgroup H%(4, B), of
H?*(A, B).

Well-known (and essentially trivial) arguments show that H2(4, B) is
1somorphic to the group of classes of ceniral extensions of A by B and the
subgroup H2(A, B), corresponds to commutative extensions, ¢f. Cartan-
Eilenberg [10], chap. XIV, §4. (All this is more generally valid without
supposing that A is commutative.) |

Now suppose that 4 and B are (commutative as always) algebraic groups.
Lo simplify matters we will assume in addition that they are connected. A
rationel map f : A x A — B satisfying the identity (14) will be called a
rational factor system; such a system will be called trivial if there exists a
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rational map g : A — B such that ég = f. The classes of rational factor
systems form a group that we denote H2 (A, B) and the symmetric factor

" systems form a subgroup, denoted H? (A4, B),. Instead of considering ra-

tional maps, one could consider regular maps; one thus defines the groups
HEEQ(A,B) and erg(A,B),.

Proposition 4.

a) The group Hfﬂg (A, B)s is somorphic to the subgroup of Ext{A, B) given
by eztensions which edmit a regular section.

b) The group HZ, (A, B), is isomorphic to the subgroup of Ext(A, B) given
by eztensions which admit a rational section.

Proor oF a). If C € Ext(A, B) has a regular section s : A — C, put
flz,9) = s{e + y) — s(x) — s(y). The map f is a reguler map from 4
to the kernel of C -+ A, that 1s to say to B. It satisfies the identities
{14) and (18). Furthermore, changing the section s amounts to adding a
trivial factor system to it. Denoting by Ext{ A4, B). the subset of Ext{A4, B)
formed by the extensions having a regular section, we have thus defined a
map ¢ : Ext(4, B)x — HZ,,(A, B);. One checks directly that Ext(4, B).
is a subgroup of Ext(A, B) and that # is a homomorphism. If §(C) = 0,
the extension C has a section s which is a homorphism, in other words C
is a trivial extension; thus & is injective. On the other hand, let f be a
symmetric factor system and define a composition law on A X B by seiting

(2,5) % (2',0) = (2 +2 b+ + f(z, z'}). (17)

One immediately checks that this composition law makes A x B a commuta-
tive algebraic group which is an extension of A by B and which corresponds
to the factor system f. Thus 8 is bijective.

PROOF oF b). Let Ext(A, B).. be the subset of Ext(4, B) formed by the
extensions having a rational section. One checks that il is a subgroup, and
one defines as above a homomorphism 8 : Ext(A4, B). — HZ,(A, B),. The
kernel of 8 is formed by the extensions C which admit a rational section
s: A — C which is a homomorphism. Such a section is necessarily regular
{cf. for example chap. V, no, §, lemuma 6), which means that C =0and f1s
mnjective. To show the surjectivity of 4, let f be a symmetric factor system
and define a law of composition on A X B by the formula (17); this law
makes A X B a “birational group”. According to the results of Weil cited
in chap. V, no. 5, there exists an algebraic group C birationally isomorphic
to A X B endowed with the preceding law of composition. This group is
connected and commutative (because the factor system f is symmetric).
The projection 4 X B — A defines a surjective homomorphism C -~ A.
If b 1s a generic point of B, we choose ¢ € A and ¥ € B generic and
mdependent. Denoting by F : A X B — (' the birational isomorphism
introduced above, we can put (b)) = F{e,b + V) — F(a,¥): this makes
sense because (a,b+ b} and (¢, V) are generic points of A X B. Then one
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%mfcnediately check% that ¢(b) does not depend on the choice of (a, '), that
itisa hj:nmopfmrphlsm from B to C, and that the sequence § — B — C —»
A -~ 0 is strictly exact. Furthermore, the factor system corresponding to

C 1s equal to f, which shows that 8 is bijective. ne

Corollary. The canonical homomorphism HZ, (A, B), — HZ,(A, B), is
injective. ’ e

PROOF. Indeed, these groups are identified with subgroups of Ext(4, B).
O

Remarks. 1) If we no longer suppose that 4 is commutative, the preceding
argument shows that H2, (A, B) (vesp. H2,,(4, B)) is identified with the

group of classes of central extensions of A by B which admit a regular
section (resp. a rational section).

2) The above corollary can be checked directly: if g : A — B is a rational

map sgch that g(x + ¥} — g(2) — g(y) = f(z,¥) is regular on A X A, the
map g is regular on a non-empty open U of 4, thus alsoon U/ + U/ = 4 by
virtue of the preceding identity.

5. The principal fiber space defined by an extension

Let, as in the preceding no., 4 and B be two (commutative) connected
algebraic groups. Let C' € Ext(4, B) be an extension admitting a rational
section s : A — (', This section is regular on a non-empty open U of
A; since the translates of U cover A, there exists a cover {U;} of A and
regular. sections s; of € over the U;. The restriction of ¢ to U; is bireg-
ularly isomorphic to U; X B, which means that C can be considered as a
principal fiber space with base A and structure group B. If B, denotes the
sheaf of germs of regular maps of 4 to B, the group H'(A4, B4) is just the
group of classes of fiber spaces of this type. The element ¢ € H1(4,B,)
corresponding to C is defined by the 1-cocycle bij = s; — s;. Taking into
account proposition 4, we have defined a canonical map

7 HEy(A, B)s ~ HY(A,Ba).

Proposition 5. The map w s ¢ homomorphism and its kernel is equal to

erg(‘é: B)s "

ProorF. The fact that 7 is a homomorphism can be checked by a direct
computation (or follows from the fact that 7 is “functorial”, that is to say it
commutes with the homomorphisms f, and ¢* defined by f: B - B’ and
g: A’ = A}. The kernel of 7 is formed by extensions C which are trivigl

ﬁberqua,ces, 1.e., which admit a regular section. According to proposition
4, this kernel is HZ, (4, B),. O
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In §3 we will determine the image of # when A is an Abelian variely and
B is a linear group; in particular, we will see that this image is equal to
H*{A,Bs) when B is unipotent.

6. The case of linear groups

As in the two preceding nos., the groups A and B are assumed to be
connected. '

Proposition 6. If B is linear, then HZ,,(A, B); = Ext(4, B).

Proor. In view of proposition 4, we must show that every exiension C of
A by B has a rational section s. Let z be a generic point of A over & and let
B. be its inverse image in C. The variety B; is a principal homogeneous
space for B, defined over the field k(x). To say that C Has 2 rational section
s amounts to saying that B, has a point s(z) rational over over k(z), i.e.,
that B, Is a friviel principal homogeneous space.

On the other hand, in view of the structure of commutative linear groups
(Borel {8], or Rosenlicht [66]) the group B admits a cornposition series
whose succesive quotients are isomorphic either to the multiplicative group
G,, or to the additive group Gg4. Propostiion 6 is thus & result of the

following lemma (Rosenlicht [66]):

Lemma 2. Let K be a field and let B be a K -group admiting a compostiion
series (defined over K) whose succesive quotients are K-isomorphic to G
or Gg. Every principal homogeneous K -space over B is then trivial.

ProoF. Let K, be the separable closure of K and let g, be the Galos
group of K,/K operating in the natural way on the group B; of points
of B rational over K,. One knows {Lang-Tate [54], ¢f. chap. V, no. 21)
that the group of principal homogeneous K-spaces over B is isomorphic to
"H(g,,B,); thus everything comes down to showing that this last group s
0. By induction on dim B, we can suppose that B = Gp, or B G, In
the first case, B, = K*, and the vanishing of H'(g,, K7) is nothing other
than the classical “theorem 907 of Hilbert. In the second case, B; = K,

and the vanishing of H1(g,, K,) {and the higher cohomology groups) is no
less classical; it follows, for example, from the normal basis theorem. O

When A itself is linear, we can go further:

Proposition 7. If A end B are linear, then erg(A,, B), = Ext(A, B}.

Proor. We know (cf. chap. Ifl, no. 7) that every connected linear group
is the product of a unipotent group with some groups Gn,. In view of the
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additivity of the functor Ext, we are reduced to checking the proposition
when A and B are equal either to U or to G,,;. In fact,

Ext{Gm,U) = Ext(U, Gp,) = Ext{Gp,, Gy ) = 0.

This is clear for the first two groups and, for the third, it comes from the
structure of tori. Thus we are finally reduced to the case where A and
B are unipoleni. In view of propositions 5 and 8, it suffices to show that
HY(A,B4) =0. We argue by induction on n = dim B. If # = 1, we have
B = Gg, whence B4 = 04 the sheafoflocal rings of 4, and H1(4,0,4) =0
from the fact that A is an affine variety (cf. FAC, chap. II, §3). Ifn > 1,
one knows (Rosenlicht [66]) that B has a connected subgroup B’ such that
B/B' = G;. From the fact that the extension B has a rational section
(prop. 6), we have an exact sequence of sheaves

0-—~+B'ag—Bs— 0y ~0 (18)

and an exact cohomology sequence
HY(A, B 3) — HYA, Bs) — HY(A,04). 19)

According fo the induction hypothesis, the two end groups vanish, thus so
does H(A, B,). 1

Corollary. Every connected unipotent group is biregularly isomorphic {as
algebraic variety) to an affine space.

Proor. Let U be such a group and let us argue by induction on dim U. If
dim U =1, then U = G,. If dim U > 1, there is a connected subgroup U’
of U such that U/U’ = G,. According to the preceding proposition applied
to Ext(Ggs,U’), the underlying variety of U is biregularly Isomorphic to
Gg X U’, whence the result by virtue of the induction hypothesis. O

Remarks. 1) According to our general conventions, the group U was sup-
posed commutative. In fact, this hypothesis is unneccesary, as one can see
by reconsidering the preceding proof.

2) The above corollary can be made a little more precise by showing that
one can find mn the unipotent group U coordinates (2, ..., z, ) such that the
sum z = {z1,..., 2, ) of two elements & = (#1,..-,20) and §= (y1,.. ., Yn)
is given by formulas of the type:

zi=2i vy + Pz, .., %21, %-1) (1<i<n) (20)

where the P; are polynomials.
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§2: Structure .of (commutative) connected unipotent
groups

7. The group Ext(G,, Gg)

Every connected unipotent group is a multiple extension of groups of the
type G,: in order to determine the structure of these groups the first t}*;'mg
to do is to make explicit the group Ext(Ga, Gg). According to proposition
7, this group is equal to H,?Eg(.GG,GE),, the group of classes of regular
symmetric factor systems. As a regular map from G, X G4 to G, is noth-
ing other than a polynomial f(=z,y) in two variables, we are thus reduced
to determining which of these polynomials are symmetric and satisfy the
identity (14). In characteristic p > 0, here Is a non-trivial example of such
a. polynomial:

Fla,y) = i(.ﬁ +9° — (2 + 9)P). (21)

Proposition 8. In cheracteristic 0, H?, (Ga,Gz) = 0. In cf;t;mctaﬁsﬁc
p> 0, the k-vector space HE,,(Ga, Ga)s admils for a basis the p'-th powers
(2=0,1,...) of the factor system F defined by the formula (21).

Proor. Writing f(z,¥) in the form Y a; ;2°y’, formula (14) translates
into identities for the ¢; ; which allow one to determine explicity all factor
systems (in particular those which are symmetric). For the details of the
computation, see Lazard [55], §1I1 O

Corollary. In characteristic 0, every {commuiative) connecied unipoient
group 5 tsomorphic to a product of groups Gq.

ProorF. Let U be such a group; we argue by induction on n = dim U,
the case # = 0 being frivial. If n > 1, the group U contains a connected
subgroup U’ such that U/U’ = Gg; in view of the induction hypothesis,
U = (Gg)*™1, thus Ext(Gg, U’) = 0 since Ext(Gq, Gg) = 0 by the pre-
ceding proposition. Thus U = U" X G, = (G;)"? O

From here until no. 12 we suppose that the characleristic p of k s > 0.

8. Witt groups

The aim of this no. is to fix a certain number of nofations which will be

used in the rest of the §. }
We denote by W, the Wiit group of dimension n; an element & € W,
is defined by n components (xg,...Zn-1); & € &k; the composition law
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is given by formulas of the type (20); the polynomials figuring in these
formulas are constructed following a procedure indicated by Witt [98].

The groups W,, are connected by the following three operations:

a) The Frobenius homomorphism F : W, — W, which maps (o, ...%n~1)
to (z5,...2f _,) (cf. chap. VI, no. 1}.

b) The shift homomorphism V' : Wy —» Wphy1 which maps (o, .. Lt )
to (ﬁ, Loy --- $n-~l)-

¢) The restriction homomorphism R : Wy41 — W, which maps (xo,...2a)
to (:ttg, . mﬂ_g).

These homomorphisms commute with each other. Their product is equal
to multiplication by p.

If n and m are two integers > 1 there is a strictly exact sequence

n m

0 — Wi —r Wipm —— Wy — 0. (22)

The corresponding element of Ext{W,,, W,,) will be denoted a.

It is easy to determine the effect of the operations V and R on the «.
For example, the commutative diagram

shows that
Rolll = cz,’T‘“l. (23)

One checks analogously the formulas
Vol =a™PR and o'V =a] ;. (24)

(In these formulas, we use the notation Ve and oV to denote Vi(af')
and V*{a®) respectively, cf. no. 1.)

We denote by A, the ring of endcmorphlsms of the algebraic graup Wa.
The operations fC and Cg give Ext(W,, Wy, ) the structure of a right
module over A4, and a left module over A, and these two structures are
compatible.

When n = 1, the group W; reduces to G,. The exact sequences (22)
show that W, is 2 multiple extension of groups G, and 1s thus a umpﬂtent
group. identlfymg W; with a subgroup of W, by means of V"™, we have
W; = p* W, the W; are the only connected subgroups of W,.
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9. Lemmas

Lemma 3. Every element ¢ € Ext{G,, G,) can be wrilien uniquely as
z = pa; {resp. a1y), with v, ¥ € A;.

Proor. The element of € Ext(G,, G,) corresponds to the factor system
F defined by the formula (21). According to proposition 8, the element @
corresponds to a factor system of the form

f=3aF?, withaek.

On the other hand, every endomorphism ¢ of G, can be written uniquely

in the form _
p(t) = > bit?

We have 2 = pai if and only if by = a; for all ¢, which proves the existence
and uniqueness of ¢. Similarly, writing 4 in the form

P(E) = Zcitpis

the ¢; are determined by the equation ¢f = a;. [

Lemma 4. Ext(W,,G,) is a free left A;-module with basis al.

Proor. We argue by induction on n. For n = 1, Wy = G, and we apply
the part of lernma 3 related to . For n > 2, we use the exact sequence
of Ext (11) associated to the extension Wi, /G, = Wyr_1. Thus we get the
exact sequence

A
Ext(Wa_1, Ga) —> Ext(Wa, G,) — Ext(Gq, Gq). (25)

We have A(x) = =R and p(y) = yV™~*; thus A and p are homomorphisms
for the structure of left A;-module. Accordingto (24), Mel_;)=el_R=
0, and as ol _, generates Ext{W,_1, G¢) by the induction hypothesis, this
implies A = 0. Thus g is injective. Furthermore, according to (24), p{al) =
al V"1 = o} and, according to lemma 3, ai is a basis of Ext(G,, Gq). It
follows that g is bijective, and that o} is indeed a basis of Ext{W,, G,)
for its structure of left A;-module.

Lemma 4'. Ext(G,, Wh) is a free right Ai-module with basis af .

Proo¥. The proof is identical to that of lemma 4, except that one applies
the part of lemuna 3 related to 1, and one uses the exact sequence {12)
associated to the extension Wy /Wy..1 = Gy

EKE(GHE Wﬂ—l) i‘ EXt(Ga: Wn) ‘i Em(Ga: Ga)- (26)

Here again, one shows that A = 0 and that p is an isomorphism. |
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Lemma 5. Let n > 0. For every ¢ € Ay, there exist ¥, ' € A,y such
that @ R® w R™*® and P'V" = V.

Proor. By linearity, we can restrict to the case where () = M?' with
A € k. Choose @ € W, such that R*% = X and défine $ by the formula

O(F) = 7.F(T), (27)
where the product is taken in the sense of the ring of Witt vectors (cf. Witt

[99]). Then R*®(£) = A.R"F*(F) = A.F*R™() = oR™(%).
Similarly, define $’ by the formula

(F) = w' . F'(F),  with R"FPy = A (28)

£

Lemma 6. Every element z of Ext(Wy,, G,) can be written = = ol f, with
f € A,. One has al f =0 if and only if f is not an isogeny.

Proor. We have zV"*~1 € Ext(G,, G,), which shows (lemmma 3) that we
can write

2V = aiep, with 1 € A;.

According to lemma 8, there exists f € A, such that fy?—1 = yn-1ly,
Thus

2Vl = alyp =l Vi iy = of fYr-t
But we saw in the proof of lemma 4 that the homomorphism g which maps
2 to V™! is bijective. The relation 2V" ! = ol FV*~1 thus implies
z=akf.
Furthermore, 2 = 0 is equivalent to 2V"~! = al¢ = 0, that is to say to
¥ = 0 (lemuna 3); according to the formula fV™~1 = V" ~14, this is equiva-

lent to fV"1 =0, that is to say to Ker(f) D Gy, thus to dim Ker(f) > 1,
as was to be shown. |

{(We write Ker(f) for the kernel of f.)

Lemma 6. FEuvery element 2 of Ext{(G,,W,,) can be wrilten ¢ = gay,

with ¢ € An. One has goff = 0 if and only if g is not an isogeny.
The proof 15 analogous to that of lemma 6.

Lemma 7. Ifm > n, every element z € Ext(W,,G,) can be writien
r=qaopf, with f € Hom(W,, W,.).

ProoF. According to lemma 6, 2 = oL fi with fi € A,. As ol =
oy, V™%, this can be written £ = o}, V™ 7 f;, and we put f = V™ " f,.
1

e sy,
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Lemma 7'. If m > n, every element ¢ € Ext(G,, Wy) can be writien
¢ = ga?, with g € Hom(Wp, Wh). '

The proof is analogous to that of lernma 7.

10. Isogenies with a prodﬁct of Witt groups

Let (G be a connected unipotent group. Since & is a multiple extension of
groups G, there exists an integer n > 0 such that p*.2 = 0 for all 2z € .
The smallest power of p satisfying this condition is called the period of G;
if n = dim G, the period of G is < p™. Conversely:

Proposition 8. Let G be a (commulative) connecied unipotent group of
dimension n. The following three condilions are equivelent:

(1) The period of G s equal to p".
(i1} There exists an isogeny f: W, — G.
(i) There exisis an isogeny f' : G - W,

Proo¥. Because the period is invariant by isogeny, we have the irnplica-
tions (ii)=>(i) and (ii)’=>(i). Let us show by induction on n that (1)=>(ii).
Ifn=1, this is trivial. If n > 2, G can -be considered as an extension
of a group G of dimension n — 1 by the group G,. The period of G; 1s
necessarily p* %, and according to the induction hypothesis there exists an
isogeny ¢ : Wy_1 — G1. Then g% (G) € Ext(W,_;, G¢); by virtue of lemma
4, there exists p € Aj such that ¢*(G) = @..(Wh). According to no. 1, this
is equivalent to saying that there exists a homomorphism f : W, — &
making a commutative diagram

0 ——— Gy —— Wy —— Wy s )

{PJ, fl ﬂl (26)

0 — G, —— G ey G s (),

We have @ £ 0, for if ¢ were null, the homomorphism f would define by
passage to the quotient a homorphism from W,..1 to G and the group &
would be isogenous o G, X W1, thus of period p»~*. But since ¢ is an
isogeny, the same is true of f, which proves (1)=>(ii).

The implication (i)=>(ii)’ can be checked in an analogous manner, by
considering &G as an extension of G, by a group & of dimension n—1 and
applying lemma 4’ instead of lemma 4. [

Proposition 10, Let W = [ Wha, be a product of Witt groups, and let G
be @ connecled unipotent group. The following condilions are equivalent:

(a) There exists an tsogeny f : G = W.
(a) There exists an isogeny g : W — G.
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PRrRoOF. Suppose that (a) is true, and let G} be the inverse images in &
of the factors Wy, of W; for every 4, let G; be the connected component
of the identity of Gi. The map f; : G; — W, defined by f is an isogeny.
According to proposition 9, there thus exists an isogeny g; : Wa, — G; and
the map ¢ : W — G, which is the sum of the g;, is clearly an isogeny, which
proves {(a)=>(a)’. One argues similarly to check (a)'=>(a). O

We say that G is isogenous o W if the equivalent conditions (a) and (a)’
are satisfied. If G; — G2 is an isogeny, it is clear that (1 is isogenous to
W if and only if (&5 1s.

Theorem 1. Every (commutative} connected unipotent group is wogenous
to a product of Wilt groups.

Proo¥. Let (G be a connected unipotent group of dimension r. We argue
by induction on r, the case » = 1 being trivial. The group & is an extension
of a group G of dimension r - 1 by the group G,. In view of the induction
hypothesis, there exists an sogeny

Ty

f . HW"i N Gi.
tul

Put W = H:ff Win,. The group f*(G) is an extension of W by Gg, and
is isogenous to G; it thus suffices to show that this group 1s 1sogenous to a
product of Witt groups, in other words we are reduced to the case where
W= Gl .

In this case, the extension G is defined by a family of elements v; €
Ext{W,,, G,). Suppose ny > n; for all 7 and let W’ be the product of the

W, for ¢ > 2. We are going to distinguish two cases:

i) 41 = 0. The group G is then the product of Wy, and of the extension
of W' by G, defined by the system {v;), ¢ > 2. The induction hypothesis
shows that G is isogenous to a product of Wikt groups.

i) 71 # 0. Let 8 = (f;) € Ext(W, G,) be the element defired by (1 = cz}“,
B =0ifi > 2. The extension G’ corresponding to g is nothing other than
the product Wi,41 x W’. We are going to show the existence of an isogeny
@ : W — W such that ¢*(G’) is isomorphic to G it will follow from this
that & is isogenous to GG/, which is a product of Witt groups.

According to lemma 7, there exists f; € Hom(W,,,, W,,) such that v; =
oy, fi. Thus we define ¢ : W — W by the formula

gﬁ?(iﬂ}_,fiﬂg,. ..,w;,—) - (fi(wi) + - +fk(wk)=w2: .. .,'H};;).

An immediate computation gives p*(3) = v, denoting by v the element of
Ext(W, G,) defined by G. Further, to show that ¢ is surjective it suffices
to see that f; is, which follows from lemma 6 since o}, f1 # 0. |
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Remarks. 1) In an isogeny between G and [] W,,, the integers n; are unigue
(up to order). Indeed, denoting by u, the number of those that are equal
to n, one mediaiely checks the formula

up = dim(p"~'G/p"G) — dim(p"G/p" ' G). (27)

2)-Thec;rem 1 i1s analogous to the structure theorem for Abelian p-groups.
This analogy can be pursued further; for example, one can show that a
subgroup H of a connected unipotent group & i1s a “quasi-direct factor” in
G (direct factor up to an isogeny) if and only if this subgroup is “quasi-
pure” in other words if dim p"H = dim(H N p"G) for all n.

11. Structure of connected unipotent groups: particular cases

Theorem 1 gives the structure of connected unipotent groups only up to
an isogeny. In certain cases one can go further. For example:

Proposition 11. Every (commutative) connected unipotent group of pe-
riod p 15 isomorphic to a product of groups .

Proor. We argue by induction on r == dirn G, the case r = 1 being
trivial. The group G is an extension of a group Gy by the group G,. In
view of the induction hypothesis, G; = (G;) ™%, and G is defined by r — 1
elements v; € Ext{G,, G4). If one of the v; were non-zero, for example 1,
the proof of theorem 1 would show that G is isogenous to Wa x (G,) %,
which is absurd because G has period p. All the v; being zero, we have
G = Gy x Gy = (Gy)', as was to be shown. (For a direct proof, see
Rosenlicht {68], prop. 2.) ]

When G is of dimension 2, we can easily give a complete system of
invariants. Eliminating the case where G = (G,)?, put G' = pG and
denote by G the subgroup of G formed by elements z € G such that
pz = 0. The group G”" is of dimension 1 and its connected component of
the identity is G'. The quotient G” /G is a finite subgroup of G/, a group
which one can identify with G,. Thus we get a first mmvariant, which 15 a
finite subgroup of G,, determined up to a non-zero scalar multiplication.
On the other hand, the map = — px defines by passage to the quotient a
bijective homomorphism G/G" —» ' whose tangent mapping is zero; it is
thus a purely inseparable isogeny, of degree p*, with A > 1. The integer k
is the second invariant of G.

Using lemma 3, it is not difficult to check that the invariants N and &
characterize G up to an isomorphism, and that they can be chosen arbi-
trarily. The group G is separably (resp. purely inseparably) isogerous to
Wy if and only if A = 1 (resp. N = ().
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12. Other results

Theorem 2. FEvery (commutative) connected unipotent group s isomor-
phic io a subgroup of e product of Witl groups.

Proor. Let G be such a group and let r be its dimension. We argue by

induction on r, the case r = 1 being trivial. The group G is an extension

of G, by a group Gy of dimension » -~ 1. According to the induction
hypothesis, Gy can be embedded in a product W of Witt groups, and G
can be embedded in the corresponding extension of G, by W. Thus we
are reduced to the case where Gy = W.

Let W = [Ti=T Wa, be a decomposition of W into a product of Witt
groups. Lhe elemeut G € Ext(G,, W) is defined by a family of elements
v € Ext(Gqa, Wn, ). According to lemma 4/, there exist p; € A; such that
v; = «f ‘;. Then put

i=m
L= [] W41 x Ga.
sl

We can naturally consider L as an extension of (G} x G, by W; let
8 € Ext((Go)™ x G,, W) be the corresponding element. Then we define a
homomorphism & : G4 — (G,;)™ x G, by the formula

E(:r:) = {p1(z),...,om{2), 2}

One immediately checks that f¢ = . Thus there exists a homomor-
phism ¢ : G — L[ making a commutative diagram

0 s W s G s G,

s

0 o W —ees [ —— (G x G, — 0.

“mm—}ﬁ

Furthermore, & is an embedding of G, in {G4)™ X Gg; the same Is thus
also true of 9 which finishes the proof. |

Theorem 3. Every {(commutative) connecled unipotent group is isomor-
phic to a quotient of a product of Witt groups by a connecied subgroup.

Proor. The proof is “dual” to the preceding one. We argue by induction
on the dimension of the given group G, by considering G as an extension of a
group G by Ga. Applying the induction hypothesis to 1, we can suppose
that G4 is a product [Tiny’ Whn, of Witt groups. Using lemma 4, one shows,

as above, that G is 1sc:m0rphn: to the quotient of [T.27 Wa,41 X Ga by a
connected subgroup (in fact isomorphic to {Gg)™). 0

P SR I
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13. Comparison with generalized Jacobians

Let J. be the generalized Jacobian of a curve X with respect to a modulus
m == Y npP with support S. We saw i chap. V that Jn is an extension
of the usual Jacobian of X by a linear group Lu, itself isomorphic to the
product of a torus by a unipotent group V = [Ipcs Vinp)- We also saw,
by means of the Artin-Hasse exponential, that the group V is somorphic
(and not just isogenous) to a product of Witt groups. We can use this fact
to give a new proof of theorem 3. First we establish the following result:

Theorem 4. Every (commutative) connected group is isomorphic 1o the
quotient of a product of generalized Jacobians by a connected subgroup.

ProoF. Let G be such a group, and let e be ifs identity element. Since € 15
a simple point on G, there exist curves X! on &G which admit ¢ as a simple
point and whose tangents ¢; at this point generate the tangent space tg. If
X; denotes the normalization of X, the rational map X; — X| — G factors
as X; — J; — G, where J; is a certain generalized Jacobian of X;. Put
J = [ J:; the sum of the homomorphisms J; — G defines a homomorphism
8 : J — G. The image of t; by 8 contains the tangents {; to the X; thus
#{ts) = tg which shows at the same time that & is surjeclzve and that it is
separable. Thus the group G is identified with the quotient J/V, where N
denotes the kernel of 8. It remains to arrange for N to be connected, and
for this we must introduce yet another generalized Jacobian:

Let Ny be the connected component of the identity element of NV, and
let Go = J/Nog. We have {J/Np)/(N/Ny) = J/N = G; the canonical
projection Gy —» G is thus a separable isogeny. If dim G > 2, the Bertini
theorem (chap. VI, lemma 11) shows that the inverse image m Gg of a
suitable hyperplane section of G is irreducible. By induction, we deduce
the existence of a curve X{ on G whose inverse image in G¢ is irreducible
(this is valid only if ditn G > 1—the case where & is of dimension 1 is at
any rate trivial). If X; denotes the normalization of X{, the map X, — G
defines as above a homomorphism

QI:J]_“"?G

where Jy is a generalized Jacobian of X;. Let Jy be the pull-back of G¢
by 8y, that is to say the subgroup of J; X Gy formed by the pairs having
the same image in G. The group Jy is connected, for otherwise the inverse
image of X{ in Gy would not be irreducible. Then define a homomorphism
w : J x J; -+ G by putting ©(j,71) = 8(j} ~ 01(j1). Since t;y — tg 1s
surjective, the same is true of tyyxs, — tg, which shows that ¢ is surjective
and separable. Purthermore, one checks immediately that the kernel M
of  is an extension of the group Jg by Ng; as both are connected, M is
connecled, as was to be shown. - [l



180 VI Group Extensions and Cohomology

Corollary. Every Abelian variety is isomorphic to the quotient of a product
of (usual) Jacobians by a connected subgroup.

Proor. Let (& be an Abelian variety; according to the preceding, G =
(TT Jw,)/ N, where the Jq, are generalized Jacobians and where N is con-
nected. If L, denotes the linear part of Ju,, the homomorphism L, — G
is necessarily null, which means that NV contains all the Ln,. Then putting
J; = Ju,[Lw,;, G is identified with a quotient (][ J5)/V', where N’ is the
image of N (thus connected); as the J; are usual Jacobians, the corollary
is proved. [

We return now to the case where G is unipoteni. According to the
corollary to prop. 7, the underlying variety of G is isomorphic to an affine
space k. In the proof of thm. 4 one can then choose lines for the curves
X! and X{. The corresponding Jacobians are reduced to their unipoient
part, which is isomorphic to a product of Witd groups, as we recalled above.
Thus we indeed get theorem 3. Moreover, we remark that, starting from
this theorem, it is easy to recover theorem 1.

§3. Extensions of Abelian varieties

14. Primitive cohomology classes

Let A be an Abelian variety and let B be a connected linear group. Ac-
cording to prop. 8, Ext(A, B) = H2,,(A, B), and, according to no. 5, there
is a homomorphism

7 H? (A, B), = H'(A,Ba)

where B4 denotes the sheaf of germs of regular maps from A to B. We will
again denote by m the homomorphism from Ext(4, B) to H'(4,Ba) thus
defined. We propose to determine the kernel and the image of =. For this
we are going to need some preliminary definitions of a homological nature:

Let ¢ be an integer > 1 and, for every algebraic variety X, put T(X) =
HI(X,Bx). One thus defines a contravariant functor in X, which is zero
when X is reduced to a point. If f : X — Y is a regular map, we denote
by f*: T(Y) -+ T(X) the homomorphism associated to f.

Now let X; and X, be two varieties, each endowed with a “marked”
point, denoted e. Let p; 1 X3 x Xy — X; (i = 1,2) be the projection to
" the i-th factor, and let m; : X; — X1 x X3 be the injection defined by e.
Homomorphisms p? and m? correspond to these maps. Since p; o m; Is the
identity and p; o m;, £ # j is a constant map, we have formulas

mijop; =0 ii#]. (28)

* *
m; op; = 1,

= ATl e
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These formulas mean that the homomorphism p* : T(X1) x T(X3) —
T(X: x X2} defined by (p}, p3) admits as left inverse the homomorphism
defined by the m}. Thus we can ideatify T(X1) xT(X2) with e direct factor

of T{X1 x X2). An element of the group T{X; x X2) which belongs to this
direct factor subgroup is called decomposable.

This applies in particular when X; = Xy — A, where 4 is a {commuta-~
tive) algebraic group. The group T(A4 x A) thus contains T{A) x T(4) as
a direct factor. Let ¢ € T(A4) and denote by 54 1 4 X A — A the composi-
tion law of A4; we have % () € T(4 x A). Because s4 o m; is the identity
(i = 1,2), we see that the component of s% {2} in the factor T(A) x T(4)
is equal to (z,z). One says that z is primitive if

sa(z) = (=, 2)  (Le., pi(2) + p3(2)); (29)

which amounts to saying that s (x) is decomposable.

Denote by PT(A) the subgroup of T(A4) formed by the primitive elements
of T(A). |

Lemma 8, PT{A) s an eddilive funclor of A.

Proor. First we must show that, if ¢ : A ~ ( is a homomorphism,
™ maps PT(C) into PT(A), which follows immediately from a diagram.
Next we must show that PT(A) is addilive in A, that is to say that, if
v, P, 8 € Hom(A4, C) are such that 6 = ¢+, then §*(z) = " (x) + ¢*(z)
for all ¢ € PT(C). But the homomorphism # can be factored as
ASCxC5hC
the homomorphism y being that defined by the pair (¢, %). Then we have
" (#) = x"{sc(2))

= x"(pi(=) + pa(=))

= ¢ () + ¥ (%),
siiice prox ==y and py o x = . £

Moreover, formula (29) shows that PT(A4) is the “largest” subgroup of
T{A) for which lemma 8 is true.

15. Comparison between Ext(A, B) and HY A, By)

Theorem 5. [Let A be an Abelian variety and lel B be o (commutative)
connected linear group. The canonical homomorphism

7 :Ext(A, B) = H(A,Ba) (cf. no. 14)

is injective and its image is the set of primitive elements of H (A, B,).
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Proo¥r. Let C be an extension of 4 by B belonging to the kernel of . As
a fiber space, C is trivial, that is to say it has a regular section 5 : A — C.
After making a translation by an element of B, we can suppose that s{e)=e
(denoting by e the identity element of the group considered). Since A is
complete, s{A) is a complete subvariety of C. Let A’ be the subgroup
of C' generated by s{4); it is also a complete group. The group 4'{1B
being at the same tirne complete and linear s necessarily finite. Because
it is the kernel of the projection A’ — A, dim A’ = dim A = dim s(4)
so A’ = s{A), since A’ is irreducible and contains s{(A4). This means that
s{A) is a subgroup of C, that is to say that s is 2 homomorphism and the
extension € is trivial. We have thus checked that 7 Is injecteve.

Now we take C € Ext{4,B) and check that ¢ = #(C) is a primitive
element of H'(A,B4). Observe first that 7 is functorial, that is to say
that it commutes with the homomorphisms ¢* defined by ¢ € Hom(4, 4’ ).
Thus

% (2) = s57(C) = 7s%(C) = 7(p}(C) + p3(C))  (cf. prop. 1)
= piw(C) + p3m(C) = pi(z) + rz()

which indeed shows that ¢ i3 primitive.

Conversely, let = be a primitive element of H'(4,B4) and let C be a
principal fiber space with base 4 and structural group B corresponding
to z. We must show that there exists a structure of algebraic group on
C' which makes it an extension of A by B. Let C’ be the pull-back by
si: Ax A > A The hypothesis that z is primitive means that Cis
isomorphic to the fiber space deduced from C' x ' by the homomorphisin
sp : Bx B — B. Composing the maps Cx C — (' and C' — C, we get
a regular map ¢ : C x C — C which makes a commutative diagram

CxC - C

. @

AxA—i-wA

and one can check the identity
gle+b,¢ +0) = glc,c)+b+b (¢, €C, b ¥ € B) (31)

Choose a point ¢ € C projecting to the identity element of A. After
effecting a translation by an element of B, we can suppose that gle,e) =
e. Everything comes down to checking that g gives C' the structure of
commutative algebraic group with identity element e. Formula (31) and
diagram (30) will indeed show that C is then an extension of A by B. We
must check:

a) That g(c,e) = g(e,c) =c for all c € C.

According to (30), g(c,e) = ¢+ h(c) where h is a regular map from C

to B; furthermore, formula (31) shows that k(e + b) = hic) for all b € B,

AT i M TP s 4y P 0
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%11 éther words that s factors as C — A — B. As A is complete and B
is linear, the map & : A — C thus defined is constant. Furthermore, the
fcarfnula. g{e,e) = e shows that h{e) = e, whence A{c) = e for all ¢ ’E C
W(I";ml; proves the formula g{c,e) == e. One argues similazly for the fcrmulé
gle, ¢} = c.

b} That glc, ') = g(c',¢) for all ¢, ¢ € C. |

According to (30), g(c,¢') = g(¢/,¢) + k(c,¢') where k is a regular map

from C'x C to B. Formula (31) shows that k factors as OxC — Ax 4 — B

and If;he map A X A — B is necessarily constant and equal to ¢, whence the
result.

¢} That g(c,g(c', ")) = ¢{g(c,c’),c") for all ¢, ¢, ¢ €C.
Same argument as in a) and b).
d) That there ezisis a regular map i : C — C such that (c)) =
) That ! u at glc,i(e)) = e for
Denote by ¢4 (resp. i) the map a — —a (resp. b — —b) from A (resp. B)
to itself. It is clear that ip,(z) = —. The analogous formula @ (z) = —=
1s true because z is primitive (lemma 8). Since i%(z) = ip,(x) there exists
a regular map ¢ : ' — ¢ making a commutative diagram

c—_ ¢
l l - (32)
A4
and such that
He+b)=i(c)—b for ¢c€C, beB. (33)

We can also suppose that i(e} = e. One then shows, by the same argument

as in a}, b}, and ¢), that g{c,i(c)) = e for all ¢ € C, which finishes the
proof. 3

16. The case B = G,

W}_len B 18 the multiplicative group Gy, the sheaf B4 is just the sheaf O*
of invertible elements of the sheaf of rings 04 of the Abelian variety A4.
The group H YA, O}) is the group D(A) of divisor classes of A (for linear
equivalence)}. To say that the class of a divisor X Is a primitive element of
D(A) means that s (X) is linearly equivalent on A x 4 to a “decomposed”
divisor

XxA+Ax X =p Y X)+ p7 H{X).

We will write this as X = 0 (cf. Lang, {52}, p. 90, thm. 2). If we denote

by P(A) the subgroup of D{A) formed by the classes of such divisors
theorem 5 gives us: : J
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Theorem 6. If A is an Abelian variety, the group Ext(4, Gm) is canoni-
cally isomorphic to the group P(A) of divisor classes such that X = Q.

One knows (Barsotti [5)], see also [78]) that X = 0 if and on.ly if X is
algebraically equivalent to §. The group P(A) is thus the Abelian group
underlying the dual variety of A.

Remark. According to proposition 6, Ext(4, Gm) = H7;.(4, Gm)s. Thus
every divisor X such that X = ( corresponds to a cless of rational factor
systems on A with values in G,. We can make explicit a system of factors
belonging to this class in the following manner: ‘

Since s (X) ~ X)) + p3 H(X) on A x A, there exists a rational
function f(z,y) on A x A such that

() =21 (X) =P (X) - 23 (X)- (34)
The function f is the desired factor system.

17. The case B = G,

When B is the additive group Gg, the sheaf By is just the sheaf O, of
local rings of A, and we are led to study the group H'(4,04). |
More generally, if X is any algebraic variety, we will write H4(X) in

place of H1(X,Ox) and we put

HY(X) =y HYX).

g=0

The cup-product operation endows H*(X) with the structure Gf{i graded
algebra. As the multiplication in Ox 1s associative and ccnt:.mutatwe, that
of H*(X) is associative and anti-commutative; it has a umt element 1 of
degree 0 (for all these properties of the cup-product, we refer to the work

of Godement [25], chap. II, §6). |
1f X and Y are two varieties, the projections p; and ps from X x Y to

X and to Y define homomorphisms
pt i HY(X) - HY(X xY) and py: H(Y)— HY (X xY)
of. no. 14. By means of the cup-product, we deduce 2 homomorphism
@y H'(X)@H(Y)— HY{X xY)
the tensor product being taken over the base field k. One has a “Kiinneth

formula”:

Proposition 12. The homomorphism p} ® p3 defined above is an isomor-
phism from HY(X)® H*(Y) 1o H"(X x Y).
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Proor. The proof is as in the classical case. We choose finite covers il
(resp. W) of X {resp. of Y') by open affines U; (xesp. V;); the Wi = U; x V;
then form a finite cover 0 of X x Y by open affines. By virtue of FAC,
p. 239, thm. 4, the cohomology groups of X are those of the complex
C(M,O0x) which is a2 “stmplicial cochain complex” in the terminology of
Godement [25], chap. I, §3.1; an analogous result holds for ¥ and for
X X Y. Furthermore,

r(mnjﬁfm,fp_fpsoxxl") o F(Uig,...,f.?: OX) vy r(%u,”.,jp ) OY)

since the coordinate ring of a product of affine varieties is the tensor product

of the coordinate ring of these varieties. This formula means that the

complex C{, O x«y) is identified with the Cariesian product C{U,Ox) x

C{%, Oy ) of the complexes C(Y, Ox) and C(B, Oy ) (for the definition of
the Cartesian product of two simplicial cochain complexes, see Godement
{25], chap. I, §3.6). According to the Eilenberg-Zilber theorem (Godement,

loc. cil., theorem 3.10.1) the complex C(98,0x vy ) is thus homotopically

equivalent to the tensor product

C{i,Ox) ® C(B, Oy).

Applying the (usual) Kinneth formula to this last complex, we deduce that
H*(X x Y} is identified with the tensor product of A*(X) and H*(Y).
Finally, the fact that this identification is given by the cup-product of p}
and p5 can be checked either by using the explicit formula giving the cup-
product and comparing with the proof of the Eilenberg-Zilber theorem, or
by using the definition of the cup-product by means of the diagonal map
(Godement, loc. cil., chap. 11, §8). 1

Corollary. IfX and Y are complete and connecied, HY{X x Y) is iden-
tified with the direct sum of HY(X) and H*(Y).

Proor. Indeed, the preceding proposition shows that H1(X x Y) is the
direct sum of H1(X) ® HYY) and H(X) ® HY(Y), and the hypotheses
made on X and Y imply that H%(X) = HY) = k. O

Remark. The Kunneth formula holds for arbitrary coherent sheaves and
not just for sheaves of local rings. Precisely, if 7 and G are two coherent
sheaves on X and Y respectively, we define a coherent sheaf #®G on X xY
by putting

FRG=F®0xxy ®6G
the two tensor products on the right hand side being taken over Ox and Oy

respectively. The proof of proposition 12 then shows that H* (X xY, F®G)
is identified with H*{(X, 7)) ® H*(Y, ).

Theorem 7. If A is an Abelian variely, the group Ext{A,G,) is canons-
cally isomorphic 1o H*(A,Q,).
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Proo¥r. Indeed, according to the corollary to proposition 12 every element
of H'(A x A, QOaxa) is decomposable, thus every element of H (4,0,4) is
primitive, and we apply theorem 3. 3

Remarks. 1) We will see in no. 21 that the dimension of the k-vector space
HYA,04) is equal to dim A.

2} If p is the characteristic of the ground field, one can use theorem 7 to
determine Ext(A4,Z/pZ). Indeed, denoting by g : G4 — G4 the isogeny
defined by the formula @{A) = A? — A (cf. chap. VI), there is a strictly exact
sequence

0 — Z/pZ — Gq — Gy — 0.

Applying the second exact sequence of Ext (§1, prop. 3), we see that
Ext(4, Z/pZ) is identified with the kernel of g acting on H'(4,04). But
Artin-Schreier theory shows that the elements of this kernel correspond
to unramified cyclic coverings of degree p of A (cf. [77], no. 16); thus we
recover a particular case of the theorem that every unramified covering of
an Abelian variety is an isogeny ({53}, theorem 2). In the cyclic of order
prime-50-p case one can make an analogous argument using the group G,
in place of the group G, and theorem 6 in place of theorem 7; cf. Weil [89],
§X1.

18. Case where B is unipotent
First we are going to generalize the corollary to proposttion 12:

Proposition 13. Let B be a {commutative) connecied unipoient group. If
X and Y are complete connected varieties, H*{X x Y, Bxxy) 15 identified
with the direct sum of HY(X,Bx) and H*(Y, By).

ProoF. We argue by induction on n = dim B, the case n = 1 being the
corollary to proposition 12. If n > 1, choose a connected subgroup B’ of
B such that B/B' = G,. The exact sequence of sheaves

0 -8By —+Bx -0x —0
gives rise to a cohomology exact sequence
HYX Bx)— HYX,0x)— HY(X,BY%) — HYX Bx)— HYX,0x).

But since X is complete and connected, every regular map from X to
one of the groups B, B, or G, is constant. Thus H°(X,Bx) = B and
H®(X,0x) = Gy; the preceding exact sequence reduces to

0 — HYX,BY) — HY{X, Bx) — HY(X,0x). (35)

A, s R - A

5 ¢ gelae 7 U Al
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There are analogous results for Y and X x Y. On the other hand, choosing
“base points” in X and Y, the corresponding mmjections of X and Y into
X X Y define a2 homomorphism

m* HY(X x Y, Bxxy) — H*(X,Bx) x HY(Y, By).

We know that m* is surjective and has a right inverse p* defined by the
projections X XY - X and X x Y ~+ Y, ¢f. no. 14. Everything comes

down to showing that m* is injective. But according to (35) there is a
cornmutative diagram

= HUX XY, Byyy} ™ HXXY.Byyyt — HUXXY,0y4yy) — H |EXY,By,e) — HUXXY.Oxyy)
me} m’l m"l m"i me |

HY(X, 8} K HYMY, By) » HYMX, By) X HUY,By) —~ HHX, Oy} X HUY, Og) — HUX, By} X H (¥, Byh= HMX, 05) X HA(Y, 04).

In view of the induction hypothesis, the two vertical arrows on the ends
are bijections; thus the middle vertical arrow is an injection, which finishes
the proof. »

Theorem 8. Let A be an Abelian variely and let B be a (commutative)
connected unipoteni group. The canonicel homomorphism

7 : Ext(4, B) — H'(4,Ba)
defined in no. 14 is bijective.

Proo¥F. Indeed, proposition 13 says that every element of H*(Ax A, Bax )
is decomposable, thus that every element of H*( A4, B4) is primitive and we
apply theorem 5.

§4. Cohomology of Abelian varieties

19. Cohomology of Jacobians

Let X be an irreducible, projective curve without singularities and let ¢ :
X — J be the canonical map of X into its Jacobian. This map defines a
homomorphism * : HY(J,01) —» HY(X, Ox); although ¢ is only defined
up to a translation, ¢ is uniquely determined since translations act trivially
on H*(J) by the Kinneth formula.

Theorem 9. The homomorphism * : HY(J,05) — HYX, Ox) is bijec-
tave.

Proor. We first remark that H*(J,O0;) = Ext(J, G,) according to the-
orem 7. As the map  is maximal (in the sense of chap. VI, no. 13), the
fact that ©* is injective will follow from this more general proposition:
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Proposition 14. Let X be a complete variety, A an Abelian variely, and
B a (commautative) connected linear group. Ifp : X — A is an everywhere
reqular mazimal map, the composed homomorphism

Ext(4, B) — HY(A, Ba) — H'(X, Bx)
15 njective.
Proor. Let C be an extension of 4 by B. To say that C belongs to

the kernel of the homomorphism Ext{4, B) — H*(X, Bx) means that the

pull-back fiber space of C by ¢ is trivial, n other words that y factors as

¥ : . ]
X w» O — A, where 9 is a regular map. After effecting a transiation on

¥, we can suppose that (X)) contains the identity element ¢ of C. Let
A’ be the subgroup of C generated by ¥(X); as X is complete, the same
is true of ¥{X), thus also of A’. The group A’(}B being both complete
and linear is necessarily finite. Because it is the kernel of the projection
A’ — A, the fact that ¢ factors as X — A’ — A shows that A’ — A s an
isomorphism (this is the definition of maximal maps). The extension C is
thus trivial, which proves the proposition. |

We return now to the proof of theorem 9. To show that ©* 1s surjective,
we are going to use the extensions of J furnished by generalized Jacobians.

More precisely, let P € X and put m = 2P. The generalized Jacobian
Ju is an extension of J by a local group Ly. If £ is a local uniformiser
at P, the group Ln = Uﬁ_}) /vaf} is the group of functions of the form
1+ af + --- modulo those of the form 1+ bt? 4 ---; it is thus the group
G,. Let jp be the element of Ext{J, G,) = H{(J,Oy) corresponding to Jo
and put j% = ¢*(jp). We propose to determine jp. For this, we identily
HY(X,Ox) with the space R/{R(0) + k(X)) of classes of répartitions on
X (cf. chap. I, prop. 3). With this identification we have:

Proposition 15. The element jb corresponding to Ji is equal to the class
of the répartition defined by rp =1/l end rq =0 :f Q # P.

ProoF. Let UU; be an open cover of J such that there exist regular sections
s; of Jm over UU; and suppose that o(P) € Us. The fi; = s5 — s; form a
1-cocycle with values in @y and the class of this cocycle is jp (cf. no. 5).
The functions fi; o ¢ = g;; thus define a I-cocycle on X whose class s
7. Let ¢ be the canonical map from X fo Jn normalized so that the
composition X — Ju -+ J is equal to p. Putting h; = ¢m — @ 0 5;, the
h; thus define an element 2 € R/R(0Q) whose class is equal to —jp and
everything comes down to showing that h and —r are in the same class.
At every point Q # P, hg = 0 since v is regular at Q (chap. V, prop. 4j.
Thus it remains to show that hp = —1/%, that is to say that the polar part
of ho at P is equal 1o —1/t. This can be checked by using local symbols
and their explicit determination in the case of the group G, (cf. chap. III,
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no. 3). The following method, due to Rosenlicht [68], has the advantage of
being applicable to arbitrary generalized Jacobians (c¢f. no. 20):

For every element A of the projective line A, put H) =t~ 1(A); if Q € X,
pub \

Dg = Hygy — Hoo = (t~ #Q)) = (1 — t/4Q)).

The divisor Hyqg) can be written Q+ Hg, where Hg 1s an effective divisor.
Furthermore, the map Q@ — Hy, is a regular map from X to its symmetric
product, as we see by applying lemma 14 of c¢hap. V to the covering £ :
X — A. Define a rational map ¢ : X ~ Ju by the formula

P} = pu{Dg) = Pr(Q) + ‘Pm(Hég) - ‘Pm(Hm)- (36)

This map is regular away from the divisor of zeros of . As Ug is the divisor
of the function 1 - ¢/#{(Q), ¥{Q) 1s nothing other than the canonical image
of this function in the local group La = G, that is to say ~1/4(@). On
the other hand, when Q = P, the divisor H 2;, is prime to P since { has a
simple zero at P. Formula (36) then shows that ¥(Q) —pw(Q) is a function
of @ which is regular at P. As the same is true of pm — ho = w0 55 (see
above), we conclude that 4 — kg is regular at P, that is to say that kg has
polar part —1/f, which completes the proof of the proposition. O

We can now show that ¢* : HY(J,0;) — HY(X,Ox) is surjective. In-
deed, let w be an element of the dual of H}(X,0x) which is orthogonal
to the image of ©*. According to the duality theorem (chap. I, no. 8) w
is identified with an everywhere regular differential form on X. If P 15
any point of X and if { is a local uniformizer at P, proposition 15 shows
that the image of * contains the répartition » equal to 1/% at P and to 0
elsewhere. Thus {w,r) =0 i.e., Resp(3w) = 0, which means that w is zero
at P. This being the case for all P, we have w = (), which shows that ¢" is
surjective and completes the proof of theorem 9. O

Remark. One can formulate proposition 15 more strikingly in terms of
tangent vectors. Let ¥ be a tangent vector at the point P, with ¥ # 0. One
associates to ¥ an element of H1(X, Ox) in two different ways:

a) The vector 7 defines a linear form on H%(X,Q"), thus an element of its
dual HY(X,O0x).

b} The vector ¥’ defines an isomorphism from the local group L, (with
m = 2P) to G,, and the Jacobian defines, thanks to this isomorphism, an
element of H(J,0) to which one then applies ©*.

Proposition 15 then comes down to saying that the two elements of
HY(X,Ox) thus defined ecoincide.
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20. Polar part of the maps ¢n

Let m = > npP be a modulus on X supported on S and let o : X — Ty
be the canonical map from X to the corresponding generalized Jacobian.
The group Jx is an extension of the usual Jacobian J by a local group
L. By pull-back, Jn defines a principal fiber space Py, with base X and
structural group Ln, and ¢« defines a rational section of Pn. From this |
it follows, as in the preceding no., that to determine the fiber space Py -‘
comes down to determining the “polar part” of pn at a point P € 5, that |
is 0 say to constructing a rational map ¥ : X — Lq such that on — % 1s
regular at P.

We have Ly = ([ Up/ ngp ))/ Gy, and thus everything comes down fo

constructing a rational map vp : X ~» Up/ Ué;ﬂp Vfor a given point F. This
construction is made in the following mannper:

Let A be the diagonal of X x X and let F be a rational function on
X x X whose divisor is of the form r

(Fy=A+R  with (P P)¢ Supp(h).

Such a function exists: if ¢ is a local uniformizer at P, one can take
F(Q,Q") = Q) — t{(@Q"). For every point @ of a non-empty cpen U of
X, the partial function Fgo(Q') = F(Q,Q’) is a rational function of ¢
which belongs to Up and its class Fg in the local group Up/ ngp ) is well
defined. One easily checks that Q@ — Fg is a regular map of I/ to the group
Up/ UJE_,”F ) and the argumeil} of proposition 15 shows that if is the desired
map ¥p. Note the analogy between this definition and that of differentials
on a curve given by Weil ({88], §II).

We also point out that, according to prop. 10 of chap. V, the local symbol

(¥p,¢}p, g € Up, is equal to the inverse of 7 € UP/UE:?P}.

21. Cohomology of Abelian varieties

Let A be ap Abelian variety of dimension ¢ and let

H*(A)= i H™*(A,04)

n=0

be its cohomology algebra {cf. no. 17). The composition law

s:AX A A
defines by passage to cchomology a homomorphism
" H*(A) — H (A x A).

According to the Kiinneth formula (proposition 12}, the algebra H"(4 x A4)
is identified with H*(4) ® H*(A). Using the fact that A has an identity
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element, one checks that for every ¢ € A%*(A4), n > 0,

(@) =201+ ) u®un+1®z,  deg(y)>0, deg(z)>0. (37)

This identity means that the algebra H*(A), endowed with the map
st H*(A) ~ H*(A)® H*(A)

is a Hopf algebra in the sense of Borel [8], §6. But we have the following
result:

Proposition 16. Let H be an associative, enticommutative, connecied
(1.e., reduced to scalars in dimension 0) Hopf algebra. Let g be an integer
such that H™ = 0 for n > g. Then dim H* < g and, if equalily holds, the
algebra H is identified with the exterior algebra of the vector space H!.

PrROOF. According to the structure theorem of HopfBorel ([8], theo-
rem 8.1}, the algebra H is the tensor product over the base field k of
simple (i.e., generated by one element) algebras k[z;]; put ny = deg(z;).
The product of all the x; is a non-zero element of H of degree equal to 3 ng,
whence the inequality ) n; < g. In particular, the number of #; of degree
1is < g; as this number is equal to dim H*' we indeed have dim H* <g.
If dim H' = g, all the z; are necessarily of degree 1. Furthermore, their
squares are all zero, for, if for example «f # 0, the product 2?®2,®---®z,
would be a non-zero element of H of degree g+ 1, which is impossible. The
algebra H is thus identified with the exterior algebra of H. L

We return now to the algebra H*(4):

Theorem 10. If A is an Abelian variety of dimension g, dim HY(A) =4
and the algebra H*(A) is identified with the exterior algebra of H(A).

PrOOP. We first observe that H*(A) satisfies the hypotheses of proposi-
tion 16: H(A) = k since A is complete and connected and H "(A) = 0 for
n > g since A has dimension g ([76], thm. 2, or Grothendieck [27], theo-
rem 3.6.5). Thus dim H1(A) < ¢ and the theorem will be proved when we
have proved the opposite inequality dim H1{A4) > 4.

According to the corollary to theorem 4 (no. 13), there exists a strictly
exact sequence '

where (' 1s a product of Jacobians and where B is an Abelian variety. As
Hom(B, G,) = 0, the exact sequence of Ext associated to (38) is

0~ Ext{4,Gq) - Ext(C, G;) — Ext(B, G,).
Taking into account theorem 7, we get the exact sequence

0 — HY(A) — HY(C) — H'(B),
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whence the inequality
dim H(A4) > dim H'(C)~- dim H(B). (39)

According to theorem 8, dim H*(J) = dim J for all Jacobians J; by
virtue of the Kiinneth formula, the same is true of C which is a product
of Jacobians. On the other hand, dim H'(B) < dim B, as we have seen.
The inequality (39) thus can be written

dim H'(A) > dim C —dim B = dim 4,

which completes the proof according to what has been said before. {1

Remark. Let Q" be the sheaf of regular differential forms of degree r on A
and put A™* = dim H*(4,Q"). From the fact that the tangent bundle to
a group variety is trivial {chap. III, prop. 16), the sheaf £ is isornorphic
to the direct sum of (7} copies of the sheaf O, and theorem 10 gives

w=(2)-C)

In particular the symmetry formula R™* = 2% is valid for Abelian vari-
eties; one knows that, in characteristc p > 0, there are non-singular varieties
which violate this formula, ¢f. {77}

29. Absence of homological torsion on Abelian varieties

We suppose that the characteristic of the base field 1s p > 0. One knmﬁfs
([77], §1) that ome can associate to every algebraic variety X Bockstein
operations acting on H*(X). One says that X has no homological torsion
if these operations are identically zero.

Theorem 11. An Abelian variely has no homological torsion.

ProoF. Let A be an Abelian variety and let f1,..., 84, - be the Bock-
stein operations associated to A. We assume that §; = 0 for ¢ < n and
show that B, = 0. As f, acts on the cohomology algebra of ﬁ?ml (loc.
¢it. mo. 3), we see that 8, acts on H*(A). Furthermore, by satisfiés the

following derivation formula (loc. cit., formula (8)):

Ba(2.y) = Bul2) F™(g) + (—1)*EE F (2)8a(y), =, y€ H (4)

where F denotes the endomorphism of H*(A) defined by the p-th power
on O4.

Since, by virtue of theorem 10, # *(A) is generated by its elernents of

degree 1, it will suffice to show that fa(z) = Oif z € H L3 In this case,
evidently s*(z) = 2®1+1®z, in other words that z is a primifive element
of HY(A) (<f. mo. 17). The functorial character of g, then shows that

A i v ———— e

—_— L ———
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Y = Bn(z) is a primitive element of degree 2. But the fact that H*(4) is
ap exterior algebra implies, as is easily seen, that every non-zero primitive

- element of H*(4) is of degree 1; thus y == 0, as was to be shown. O

Corollary 1. Lei ¢ : X — A be an everywhere regular mazimal map from
¢ complete variety X fo an Abelian variety A. If Z! denotes the intersec-
tton of the kernel of the Bockstein operations B acting on HY(X, Ox) (<f.
[77], no. 7), then dim A < dim Z.,.

Proor. Proposition 14 shows that ¢* : H(4,04) — H}(X,0x) is
injective. Since the B, are zero on H'( A, O4), the image of ¢* is contained
in Z!. As dim A = dim H*{A,0,) according to theorem 10, we deduce
the desired inequality. o

Remark. In fact, the corollary above gives an ezact bound for dim A, in

other words the dimension of the Albanese variety of X is equal to dim 2,
ef. Mumiford {117}, p. 196.

Corollary 2. Let ¢ : X — J be the canonical map of a non-singular
projeciive curve to its Jacobian. For every connecled unipolent group B,
the homomorphism

¢* : B(J,Bs) — H'(X,Bx)
s bijective.

Proor. We know that ¢ is injective (proposition 14) and that it is bijec-
tive if B = G, (theorem 9). We are going to pass from this to the general
case by induction on dim 5. If dimm B > 2, there exists a strictly exact
sequence

0—B —B—B"-90

where B’ and B” are connected unipotent groups of dimension strictly less
than that of B. From this we deduce a commutative diagram

0 s HYWJ,BY) ——— HYJ,B;) —— HYJ,B%)

! l l

0 — HY(X,Bx) —— HYX,Bx) — H'(X,Bx)

where the two end vertical arrows are bijections, in view of the induction
hypothesis. If one knew that the hornomorphisma H(J, By) — H(J,B})
were surjective, it would follow that the middle vertical arrow was a surjec-
tion, which would establish the corollary; as J has no homological torsion,
we are reduced to the following lemma:

Lemma 8. Let() — B — B ~+ B" — 0 be a strictly exact sequence
of unipolent groups, the group B being connected. If a variely X haes
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no homological torsion in dimension ¢, the homomorphism HYW{X,Bx) —
HY(X,BY) is surjective.

ProorF. The group B” is connected; we argue by induction on its di-
mension. If dim B” = 0, there is nothing to prove. If dim B” == 1, then
B" = G,. According to theorem 3, the group B is the quotient of a product
W of Witt groups, and it suffices to show that H{(X, Wx) — HY(X,0x)
is surjective. If W =[] W,,, at least one of the homomorphisms W, — Gq
has a non-trivial tangent map, which reduces us to the case of a surjective
separable homornorphism f : W, — G,. Such a homomorphism factors as
Wh Lo G, 4 G, with ¢ = R** (¢f. no. 8), the homomorphism g being
separable. This means that

g(t) = agt + a1tf + .-+ + apt? with ag # 0.

Denoting by F the endomorphism of V = H(X,Ox) given by the p-th
power, we see that the endomorphism g. of V defined by g is equal to

ag 4+ a1 F 4 oo« 4 ap FF

As V is a finite-dimensional vector space and F is p-linear, we conclude
that g. is surjective (its differential is surjective, cf. chap. Vi, no. 4). On
the other hand, ¢, is surjective since X has no homological torsion in
dimension ¢ {cf. [77], no. 3); the homomorphism f, = g. © @« is thus also
surjective, which proves the lemma when dim BY = 1.

Now suppose that dim B” > 2 and let

G-—?’C" —}B" *—}D”“—*g

be a strictly exact sequence, where C" and D" are connected and of dimen-
sion < dim B”. Let C be the inverse image of C” in B and let Cy be the
connected component of the identity element of C. In order to siznplify the
notation put T(B) = H4(X, Bx), and similarly for B?, C”, D", and C,.
If " is an element of T{B"), the induction hypothesis applied to B —» D
shows that there exists b ¢ T(B) having the same image as b m T(D");
by subtraction, we are thus reduced to the case of an element b ¢ T(B")
which gives 0 in T(D"). The exact sequence

T(Cﬂ) w— T(BH) — T(Dﬂ')

then shows that there exists ¢/ € T{C") having image §”; the induction
hypothesis applied to Co — C” permits us to lift ¢” to ¢p € T(Cy), and,
as T(Cy) maps to T(B), we finally do find an element of T{B) with image
b”, as was to be shown. O

B s e e e —— i
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23. Application to the functor Ext(A, B)

Theorem 12. If A is an Abclian variety, the functor Ext(A, B) is an
exact functor on the category of (commutative) linear groups.

Proor. Put T(B) = Ext(A, B). We are going to show that, if we have a
strictly exact sequence of linear groups

0— B -+ B— B,
the corresponding sequence
0 = T(B') — T(B) — T(B") — 0

is exact. In view of proposition 3, it suffices o prove that T(B) — T(B")
is surjective, .

First we are going to treat several particular cases:

a) B is a finite group. One knows (Weil [89], p. 128) that, for every integer
n, the map = ~» nz is an isogeny of A to itself. Choosing n to be a multiple
of the order of G, we easily deduce that T{G) = Ext(A, G) is identified with
Hom{, A, G}, denoting by , A the subgroup of A formed by elements z such
that nz = 0. After decomposing G into a direct sum, we can also suppose
that n is a power of a prime number. The group , A4 is then a direct sum
of a certain number of cyclic groups of order n (Weil, loc. cit.), and the
homomorphismn Hom(s 4, B) — Hom(, A, B") is indeed surjective.

b} B” is a finite group. Let B} be the connected component of the identity
element of B’. If the characteristic of k is zero, the group B is the product of
Bf, by the finite group B/ B, and we are reduced to a). If the characteristic
of & is non-zero, we begin by removing the factors of type G, from B} (they
are direct factors in 5). Having done this, the group B is of finite period,
and, lifting to B generators of B”, we see that there exists 2 finite subgroup
C of B projecting onto B”; we then apply a) to C — B”.

¢) B is a torus. The same is then true of B”; thus B = (G,;)" and
B’ = (Gn)°. The homomorphism ¢ : B —~ B” is defined by a matrix &
with integral coefficients. As ¢ is surjective, there exists a matrix ¥ with
integral coefficients such that €.W = N, where N is a non-zero integer. We
have T(B) = Ext(A, Gn) = P(A)", denoting by P(A) the dual variety
of A (cf. no. 16); similarly, T(B") == P{A)*. The matrices & and ¥ define
homororphisms P(®) and P(¥) satisfying P(®).P(¥) = N. From the
fact that P(A) is an Abelian variety, multiplication by N is surjective and
the same is true of P(®), which proves the desired result.

d) B is unipotent and connected. According to theorem 8, H(A,B,) =
T(B) and lemma 8 shows that T(B) — T(B") is surjective.

e) B is connected. Ope decomposes B and B” into a product of a torus
and a unipotent group and applies ¢} and d).
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Now we pass to the general case. Let BY be the connected component of
the identity in B” and let By be its inverse image in B. Let 3" € T(B”)
and let 24 be the image of b in T(B"/BY) = T(B/Bs). Applying b)
to B — B/By, we see that z{ is the image of an element of T(B); by
subtraction, we are reduced to the case where zj = 0. The element &’
then cormnes from an element b € T(BY). If By denotes the connected
cornponent of the identity element in B, we can apply ) to B; — By and
there exists & € T'(B;) having image b§. As 7'(B1) maps to T(B), we
finally get an element of 1'(B) with image b”, which finishes the proof. U

One can give other cases where the functor Ext(A4, B} is exact. We linut
ourselves to the following:

Theorem 13, Let C be an exlension of an Abelian variety by a (commu-
tative) connected linear group L. If G s a finile group, there 15 an exact
sequence

0 — Ext(4,G) — Ext(C,G) — Bxt(L,G) — 0.

PrOOF. In view of proposition 2 it suffices to show that Ext(C,G) —
Ext(L,G) is surjective, that is to say that every isogeny of L “extends” to
C. Thus let I’ € Ext(L, G). According to theorem 12, the homomorphism
Ext(4, L") — Ext(4, L) is surjective; there thus exists C' € Ext(4, L")
having image C € Ext(A,L). The group C’ contains L’ as a subgroup,
which contains G; the group C’/G is identified with C. One can thus
consider C’ as an element of Ext{C, G} and it is clear that this element has
image L' in Ext(L, G}, as was to be shown. O

Example. We take for C a generalized Jacobian Jn, the Abelian variety A
then being the usual Jacobian and the group L being the local group L
(chap. V, §3). We know (chap. VI, no. 12) that the group Ext(Jw, G) is
identified with the group of classes of coverings of the curve having Galois
group G and whose conductor is < m; similarly, the group Ext(J,G) is
identified with the subgroup of classes of unramified coverings. Theorem
13 then shows that the quotient group is identified with Ext(Lw, G}, 2
group whose definition is purely local.

Bibliographic note

Extensions of an Abelian variety 4 by the group G, or the. group G,
appeared for the first time in a short note of Weil [90]. This note contains
the fact that Ext(4, G, ) is isomorphic to the group of classes of divisors
X on A such that X = 0.

This result is recovered by Barsotti {4], who systematically takes the
point of view of “factor systems”. Barsotti also determines the dimension
of Ext(A, G,), thanks to the classification of purely inseparable isogenies.

-
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The relation HY(A4,04) = Ext(A4,Gg) is proved by Rosenlicht [68]
(see also Barsotti [6], as well as {78]), and he obtains the dimension of
HY{A,O ) by means of generalized Jacobians. It is his proof that we have
given, with a few variations.

Recently Cartier has obtained a result more precise than this simple
dimension computation: he has established a “functorial” isomorphism
between H*(A,O4) and the tangent space t4« of the dual-variety A* of 4,
and from this he deduces the “biduality theorem” A** = A, cf. [13], [107].

Finally, the fact that every connected commutative unipotent group is
isogenous to a product of Witt groups was proved by Chevalley and Chow
(non-published), as well as Barsotti [7]. According to Dieudonné {23},
an analogous result holds in “formal” geometry. See Cartier [108] and
Demazure-Gabriel {1121
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